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Reasons for Data Compression—An Introduction

Andrew G. Tescher
The Aerospace Corporation, P, O. Box 92957, Los Angeles, California 90009

Visual data is the primary form by which man acquires information. However, the re-
quired information and its potential user may be separated by large distances. Although
conventional communication channels are available, the large amount of information
present in pictorial data guite often taxes this available communication bandwidth. At
the practical level, pictorial data transmission may be prohibitively expensive.

The seminar on “Efficient Transmission of Pictorial Information” attempted to cover
various problem areas associated with visual information transfer technology. The twenty-
six, primarily invited, papers address current and future problem areas. The various sub-
ject areas can be grouped into image representation, image coding, psychophysical consid-
erations, channel effects, image quality, data management, and display technology. There
is a balanced ratio of primarily theoretical discussions and those papers which emphasized
hardware development.

By design, the presentation level of the various papers is diverse. On one side of the spec-
trum, the several review papers, whose authors are well-respected experts of long experi-

ence in this field, are primarily provided for the newcomers to the subject of image com-
pression. The majority of the papers, however, present new and valuable results and in
most cases advance the state-of-the-art of their respective specializations.

In addition to the formal presentations, an informal panel discussion was organized and
moderated by this author. The panelists were F. Billingsley of JPL, H. M. Federhen of
ARPA, C. R. Hewes of Texas Instruments, Inc., and P. A. Wintz of Purdue University.
The panel, interactively with the numerous individuals offering comments and sugges-
tions, has reiterated the need for new solutions in the field of pictorial data communica-
tion.

Regarding just how fast new solutions will come, the opinion is diverse. Perhaps based on
a personal bias leaning towards optimism, this author believes the new and effective
solutions will come soon. This belief is supported by the extensive and high quality ac-
tivity in the field of image compression and related technologies.

Andrew G. Tescher, Editor
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AN OVERVIEW OF HUMAN OBSERVER CHARACTERISTICS AND THEIR EFFECT
ON IMAGE TRANSMISSION AND DISPLAY

Thomas G. Stockham, Jr.
Departments of Computer Science and Electrical Engineering
University of Utah
Salt Lake City, Utah 84112

The science and technology of image transmission and display has evolved primarily
from the diciplines of computer science, electrical engineering and physics. Thus, it is
only natural that techniques and attitudes which have developed are characterized by the
style in which people in these areas approach the subject of images and their trans-
mission, display, and processing. For example, one finds many important differences
between the methods of television and those of photography. Moreover, an even greater
contrast is found when comparing the methods of electrical engineering, physics, tele-
vision and photography with those now understood to be employed by the human eye and the
human visual system. Specifically, let us contrast the method by which television,
photography and the human visual system, represent image information. In television
(particularly digital imaging), image values are represented by signals analogous to
quantities of light. They are called intensities. In photography, on the other hand,
the representing quantities are concentrations of silver or dyes. Consequently, due to
the natural exponentiating laws governing the interaction of light with these media,
they are analogous to the logarithm of quantities of light. They are called densities.
The human visual system, on the other hand, (while being generally logarithmically
sensitive) moves a large step further away from representation by physical quantities of
light and produces at very early stages in its processing highly modified versions of the
patterns of light or their logarithms. The natural question then arrises, why should the
human visual system try to do this; and since it does, what consequences are implied in
terms of the television and photographic presentations normally employed?

The answers to these questions rest crucially on the issue of errors. In any trans-
mission or display system, errors will be committed. These are unavoidable and are a
result of the physical limitations encountered. In a broad variety of applications, the
most important forms of error encountered are those imposed by limited dynamic range and
various forms of noise. The classic dilemma one faces in the diciplines of image trans-
mission and display is that a compromise must be effective between the conflicting con-
straints of dynamic range and noise. On the one hand, one wishes to make signals larger
so that the noise may be rendered negligible. At the same time, large signals are pre-
cluded by the limitation in dynamic range in the form of distortions which effect the
signals when their values are made too variable. More specifically, in any transmission
and/or display design, the natural goal would seem to be the attainment of fidelity
reproduction. Unfortunately, the demands of typical imagery upon transmission and dis-
play systems is usually so severe that this goal cannot be reasonably met. The dis-
tortions due to limited dynamic range and noise, especially the former, are relentlessly
unavoidable and so the designer must content himself with one form of distortion or
another.

Fortunately, the human visual system itself produces a large quantity of distortion.
This phenomenon may be exploited by trading off undesirable forms for forms which will be
encountered naturally anyway. The distortions produced by the human visual system are
often referred to as optical illusions. The simplest of these is the gray scale illusion
which reveals the logarithmic sensitivity of the human visual system alluded to above(l).
This illusion is responsible for the fact that we do not turn the lights on during the
day although they add just as much light then as at night. Another ramification is that
gray scales must be arranged in exponential progression to appear arithmetic to the
observer.

Other illusions which are spatial in character are much more important and striking,
however. The simplest of these is the illusion of simultaneous contrast which permits
two neutral gray shades to appear so different from one another at the same time, that
one can assign the names near-white to one and near-black to the other. Careful study of
these illusions has permitted researchers to formulate signal processing models for the
early processing stages of the human visual system. These models (e.g. consider those of
Stockham(z), Baudelaire(3), Frei(4], and Baxter(ST) predict the human visual illusions or
distortions well enough to permit their use in defining useful objective measures of how
different two images (one original, the other distorted) will look from one another.

Applications of these models to problems in image transmission and display have
already yielded significant advantages. For example, when the model is used to evaluate

the distortions produced by a given display instrument, it is often possible to predict
how the physical performance of that display may be significantly relaxed without

2/ SPIE Vol. 66 (1975) Efficient Transmission of Pictorial Information

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

;wW




Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

producing appreciable visual degradation. Additionally, by using the visual model as a
processor prototype, it is possible to "1pok at the image" before it is displayed or
transmitted by first processing the image with the visual model processor and then trans-
mitting or displaying it. This procedure places the image information in a signal space
maximally compatible with the most recent knowledge of the human visual system before the
degradations characteristic of cither transmission or display are allowed to detract from
the quality.

The advantages are significant as can be seen from (2) and (6). Rom shows how in the
case of transmission with coding, it is possible by including human observer character-
istics in the criterion for error to produce significantly superior subjective image
transmission. First, the image.is processed through the visual model, The resulting
signal is then coded and transmitted. The received image is then passed through the
inverse of the visual model and displayed. Subject to the validity of the model, the
effect is as if the distortions due to coding were not allowed to enter the system until
the image had been processed significantly by the human visual system itself.

The most important problem in image display is that associated with limited dynamic
range. Cathode ray tubes, photographic transparencies, reflection photographs (i.e.
prints), and images printed with ink on paper all face the basic light-to-dark ratio
limitations of their media. For example, a good photographic film is not capable of
reflectiong much more than 90% of the light that strikes it. Neither is it capable of
reflecting much less than 1% of the 1ight that strikes it. The result is a dynamic range
limitation of about 100:1. Unfortunately, high fidelity images such as those seen by the
human eye in the real world, obtain dynamic ranges far in excess of 1000:1 or even
10,000:1. This limitation can and has been overcome throughout the years by various
techniques. Now, however, knowledge of the human visual system allows us to effect the
same dynamic range limiting processes on the raw images to be displayed that the eye uses
naturally. Since these processes take place anyway when the display is viewed, little is
lost by also invoking them before the 1limitations of the display or transmission medium
is encountered. In addition, by the very nature of the processes which the visual system
uses, double processing is not subjectively disagreeable and often can hardly be dis-
tinguished from the single natural process which takes place in direct viewing of the
original scene. Thus, by deliberately distorting the image before transmission and dis-
play by using visual model processing, one can avoid the much more disagreeable dis-
tortions which would be otherwise encountered due to the transmission or display.

As our knowledge of human observer characteristics grows, it is possible to formulate
more sophisticated and complex visual models, and our abilities to cope with the problems
being described here increases. While the latest work i? v}sual modeling has included
such aspects of vision as color constancy and contrast(7 (4) as well as the relatively
recently disclosed frequency channel model of vision(8)(5), it is anticipated that in the
future, much more sophisticated aspects will also be embraced. Such aspects will
undoubtedly include edge detection, motion sensitivity, non-uniform visual acuity over
the field and perhaps higher forms of image abstraction,

Studies are already underway in an effort to discover methods for analyzing images by
synthesis. One possible synthesis method is through the modern technology of shaded
image synthesis by computer. While image transmission systems employing coding have for
the most part made use of signal properties to achieve their bandwidth reduction, it is
also possible to achieve potentially much greater reduction by coding to a level embrac-
ing the geometric structure constituting the scene which has been imaged. Such a break-
through would be based, not only on the structure of images themselves, but also upon the
way in which that structure is perceived by the visual system. An analogy with speech
bandwidth compression, which is capable of much greater information rate savings then the
best general sound bandwidth compression methods, is an informative one. The basic
structure of speech and the mechanism which produces it, is exploited in such bandwidth
compression methods. Techniques for detecting the parameters of vocal chord motion and
the shape of the human vocal tract directly from the acoustic signal are at the heart of
such techniques. In addition, the nature of the human hearing is exploited in effecting
compromises which must be introduced during the analysis.

So it is that one might expect the most modern efforts in image transmission, display
and processing to be strongly influenced by a knowledge of the human observer charac-
teristics. The implication of this statement is that the image processing scientist must
be well versed not only in the physics of optics, the electrophysics of sensing, the
electronics and chemistry of transmission, and the analog and digital diciplines of pro-
cessing, but also in the psychophysics, biophysics and psychology of vision.
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CODING OF TWO-TONE IMAGES

T. S. Huang
School of Electrical Englneering
Purdue University
West Lafayette, Indiana 47907

Abstract

We give a brief overview of efficient coding methods for two-tone Images, especially: white block skip-
ping and runlength coding.

I, Introduction

In this tutotial paper we discuss some aspects of the digitization and effcient coding of two-tone
images, such as busliness documents, line drawings, and weather maps.

After a brief discussion on sampling and quantization of nominally two-tone images, we describe the two
maln classes of efficlent coding methods: White skipping, and contour coding. Perhaps the most commonly
used efficient coding scheme is runlength coding. The remaining part of the paper concentrates on easily
Implementable codes for runlengths.

I, Digitization

We shall concern ourselves with the digital transmission of Images. Then, the first step is to sample
the imiqs and quantlze the amplitude of each sample. For two-tone images we quantize the amplitude to two
levels ; thus each sample is represented by one bit. The number of samples required depends on the
image at hand. We take two examples: business letters and newspaper pages.

In analog transmission of business letters, a resolution of around 100 lines per fnch gives satisfactory
reproductions. For digital transmission where the amplltude of each sample is quantized to only two levels,
the same resolution of 100 lines per Inch yields reproductions which are marginally acceptable, the main de-
fect being the stalrcase appearance of the boundaries between the black and the white. We can iT?yove the
image quality by elther increasing the resolution or using more than two levels for each sample Keep=
ing two levels per sample, a linear resolution of around 150 polnts per inch (pp!) is required for satis-
factory image quality. At 150 ppi and | bit per sampte, a 8 1/2" x 11" letter gives us approximately 2
million bits. To transmit such a letter using PCM through a telephone channel with a 2400 blts/sec modem
takes about 14 minutes, In order to reduce the transmission time to say 1| minute, @ data reduction or
compression ratio of 14:1 is required.

There has been considerable interest In the digital transmission of newspaper pages(z). It has been
found that, for text material, a sampll?g)denslty of 400 ppl is sufficlent to ensure satisfactory repro-
duction quality, For halftone pictures , the required sampling density depends on two factors: (1) how
many equivalent brightness levels (l.e. how many different halftone dot sizes) would be deslrable; and (2)
how dense we have to sample in order to avoid the appearance of moire patterns.

No systematic subjective experiments have been conducted Ybsh respect to the first question. However,
to extrapolate from experiments with continuous-tone pictures it is estimated that b4 levels are suf-
ficlent and 32 levels may be satisfactory In many cases., Let f_ and f be the haéftone screen density and
the sampling density,zrespectively, in ppi. If f_ is k times f_, thef we have k” samples per dot, which
allows us to create k° dot sizes (by making some 3f the samples black). For example, for 64 levels, we
need f = 8f ; for 32 levels, f_ = 6f .

s h s h ‘

With respect to the second questlon, less is known. It Is gen;rally assumed that f_ must be at least
10f, in order to avoid moire patterns., However, recent experiments  showed that the factor 10 might be too
congervatlve since no moire patterns were ohserved In any experiment with Fs E_th.

From the above discussion, then, it seems that f = 8f is a good choice for the sampling density in the
case of halftone pictures., A typlcal value for f 12 85 ppi. The corresponding sampling density is
f = f_ = 680 ppi, which is 70% larger than what ?s needed for the text materfal., Since, operationally, it
i8 mucn simpler to use the same sampling denslty for both the text material and the halftone pictures, we
will be wasting a ot of samples in the text material., In any case, It should be obvious that a huge
amount of bits is required to represent newspaper pages. Even with a wideband channel, some data com=
pression is desirable.

{it. Basic Principles of Efficlent Coding

To reduce transmission time, we can either do source coding to reduce data redundancy or to design
higher speed modems. In this paper we are concerned with the first approach., We shall also limit our-
selves to error-free coding - the recelver can reconstruct an exact copy of the original digitized Image
(assuming the channel is noiseless).

SPIE Vol, 66 (1975) Efficient Transmission of Pictorial Information/ &

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

There are two basic principles of efficient coding for two-tone image: skipping white, and contour
coding.

In most two-tone images, such as business documents and weather maps, the information is contained in
black and there is a large amount of white background. We should aim to skip the white space and not trans-
mit it.

Furthermore, to transmit the (sampled) black areas, we h.e to transmit only the boundary points. The
receiver can fill in the interiors by black.

In sections IV and V, we discuss some practical implementations of these basic principles.
V. White Block Skipping

Most documents and line drawings contain a large amount of white space. One approach to their(gfficient
coding is(g? skip the white space. A simple way of doing that was suggested by de Coulon and Kunt s
Horlander , and others. Each sampled scan line is divided into N-picture-element (pel) blocks. For a
block containing all white pels, the 1-bit code word '"0" is used. For a block containing at least one

black pel, we use an (N+1)~bit code word, the first bit being "'1" and the next N bits being the binary
pattern of the N-pel block in question. For example, if N = 4 and a block contains two white pels followed
by two black pels, then the code word for that block is "10011'" - we have used ''0'' to represent white and
"I black., We call this code the white block skipping code.

Once a value for N is fixed, the optimum code for the ZN possible N-pel patterns Is of course the
Huffman code based on the probability distribution of these patterns. However, the implementation of a
Huffman code is complicated, |f the image being coded contains a large amount of white, then the white
block skipping (WBS) code may perform almost as well as the Huffman code and in the meantime is much
simpler to implement.

For a given image or class of images, the average bit rate b, (bits/pel) of the WBS code depends on the
block size N. We would like of course to use an N which minimizes the bit rate bN.
The WBS code does not take full advantage of the fact that most texts contain a large number of all-
white scan lines.(7yo take advantage of that, we propose a modified WBS code where all-white scan lines are
treated specially . We use the 1-bit code word '0'" to represent an all-white scan line., For a scan line

containing at least one black pel, we transmit "I'" followed by the regular WBS code words for that line.
Assuming N = 3, then for a scan line containing the pels: WWWBBWBWBW..., we will transmit: 1011101107...".
The first bit 1" indicates the scan line is not all white, and the second bit "0' represents WWW, etc.

The optimum N is chosen by looking at the statistics of the image after we have discarded the all-white scan
lines. Thus, by adding a one~bit overhead for each line, we have eliminated the necessity of coding and
transmitting the all-white scan lines. This overhead is low on a per pel basis. For example, if we have
1,000 pels in each scan line, then the overhead is only .001 bit/pel which is negligible in most cases,

For images such as weather maps which contain very few or no all-white scan lines, the modified code
reduces essentially to the regular WBS codes,

For some experimental results, see Table |, The pictures used are the same as in Ref. 5.

(8)

V. Runlength Coding and Extensions

In runlength coding, the image is scanned linearly in the usual manner; however, instead of transmitting
the individual samples, the lengths of the black and the white runs are transmitted, To achieve compression,
the statistics of the runs are utilized. Some results are shown in Table |. Huffman coding was used for
the runs. For a given set of probabilities for the runlengths, the most efficient code is of course the
Huffman code. However, the implementation of a Huffman code requires a large dictionary and is complicated.

There are suboptimum variable-length codes which are almost as efficient as Huffman codes yet much
simpler to implement. Two Cla?§75 of such codes, the linear codes and the logarithmic codes are particular-
ly suitable for graphical data . The linear codes, which includes the Laemmel codes and the Golomb codes,
has the property that the code word length increases approximately linearly with runlength. TT?B)are nearly
optimum for exponential distributions, The logarithmic codes, which includes the Hasler codes , are so
named because the codeword length increases approximately logarithmically with runlength. They are nearly
optimum for negative-power distributions.

Experimental evidence indicates that the frequency distributions of runlengths of alphanumerical data
(typewritten letters, printed texts, etc.) are roughly negative-power, and that those of runlengths of line
drawings and weather maps are roughly exponential, One would therefore expect that linear codes are nearly
optimum for line drawings and weather maps and that logarithmic codes are nearly optimum for alphanumerical
data. Such indeed turns out to be the case.

Both linear and logarithmic codes are easy to implement, The main part of the encoder or decoder is
a counter.

An extension of runlength coding, called PDQ, was described in Ref. 8, In this method, essentially the
changes in the black-to-white and white~to-black transition locations from scanline to scanline are coded.
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Assuming that the black/white boundaries have no preferred direction, we can show that the probability dis-
tribution of the amount of change of a transition location from line to line is Cauchy, which is approxi-
mately negative-power. We therefore expect that logarithmic codes are suitable in this case.

VI, Other Coding Schemes

For other coding schemes, see Refs. 11-14, For channel error consideration, see Ref. 15.
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Table |, Bit Rates of Coding Schemes

. Bit rate (Bits/pel)
Picture
Number WBS Code Mod if ied WBS Code Runlength Coding
Al
. .10
(typewritten) 15 10
A2 o
. .22
(typewritten) -30 !
A3
(circuit .25 .25 .13
diagram)
Al
(handwritten) 19 .14 .12
A5
(weather 4o 1 W24
map)
Ab
(weather .37 .37 .23
map)
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SOURCE CCDING OF TELEVISION SIGNALS
USING INTERFRAME TECHNIQUES

by

B. G. Haskell and P. L. Gordon
Bell Telephone Laboratories, Incorporated
Holmdel, New Jersey

The channel capacity required for long distance digital transmission of wvideo signals
can be substantially reduced through a system using interframe coding. This is possible
because of the amount of frame-to-frame redundancy which exists in a video source
output. Through appropriate signal processing it is feasible to send only +the changed
area of each frame rather than the full frame provided that the previous frame values
are retained in memories.

Since the very beginning of television, efforts have been underway to develop cheaper
means for transmitting video signals.¢1,2) Recently, most of the attention has been
focused on digital systems because, as is well known, noise does not accumulate in
digital regenerators as it does in analog amplifiers, and, in addition, signal
processing is much easier in a digital format.

Progress is being made on two fronts. First, the present high cost-per=-bit of
transmitting a digital data stream has generated interest in a number of methods for
cost reduction which have general application and are not confined to data streams
produced by a video signal source., However, it is important to remember that video bit-
rates tend to be considerably higher than those required for voice or data transmission.
The most promising techniques for more economical digital transmission include
waveguides, optical fibers, laser light pipes, among others.

The second front on which progress is being made involves reducing the number of bits
which have to be transmitted in a video communication system. The balance of this paper
deals with this facet of the problem.

Bit-rate reduction is accomplished by eliminating, as much as possible, the substantial
amount of redundant information which exists in a video signal as it leaves the camera.
The cost of the signal processing which is required to reduce this redundancy determines
its economic feasibility in a given system. The savings which accrue from lowering the
transmission bit-rate must more than offset the cost of the required signal processing
if redundancy reduction is to be economical.

If an information source such as a television camera produces statistically redundant
data - that is, information which could just as well have been derived from past data -
then a saving of transmission bit-rate can result if the redundant information is
removed prior to transmission. In most cases this requires, at the transmitter, a
capability for storing some of the past source output so that a decision can be made as
to what is and what is not redundant in the present source output. Memory of past
information is also required at the receiver so that the redundancy can be rederived and
inserted back into the data stream in order to reproduce the original signal.

For example, in a television picture successive picture points (elements) along a line
are very much alike, and redundancy reduction can be achieved by sending element-to-
element differences instead of the elements themselves. The differences are small most
of the time and large only occasionally; ¢thus, an average bit-rate saving can be
obtained by wusing short binary words to represent the more=-probable, small differences
and longer binary words to represent the infrequent, large differences. In Figure 1,
single element delays are used to store the previous element so that differences can be
generated at the sending end and picture elements can be reconstructed at the receiving
end. In successive frames a picture element also changes very little on the average.
To transmit frame-to-frame differences, the delays in Figure 1 should be increased from
an element period to a frame period. The delay elements comprise the aforementioned
memory required for redundancy removal. Statistical redundancy is not the only form of
redundancy in a video signal. There is also considerable subjective redundancy; that
is, information which is produced by the source, but which is not necessary for
subjectively acceptable picture quality at the receiver. For example, it is well known
that viewers are less sensitive to degradations near edges, 1i.e., large Dbrightness
transitions, in the picture. Also, viewers require less reproduced resolution for
moving objects in a picture than for stationary objects. Thus, in nonscientific
applications where exact reproduction of the video source output is not necessary as
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long as the displayed picture is subjectively pleasing, a further reduction in
transmission bit-rate can be achieved by removing subjective redundancy.

For example, the element-differential PCM coder of Figure 1 need not transmit large
differences as accurately as small differences because of the viewer's insensitivity to
distortion near large brightness transitions. Thus, prior to transmission, large
element differences can be guantized more coarsely than small differences, thereby
reducing the number of levels which must be transmitted. Since the original signal is
distorted by using this type of quantization (companded quantization) the output of the
transmitter delay in Figure 1 is not the actual previous element as produced by the
camera. It is, instead, the previous element as it appears at the receiver with the
subjective redundancy removed.

videotelephone format vpictures (1 MHz, 267 lines) can be transmitted with 16 level
quantization of element differences (U4 bits per picture element). The bit-rate can be
reduced further by using multilength binary words for transmission; however, a buffer
memory is then needed to transmit the resulting irregular data-rate over a constant bit-
rate digital channel.

CODES TO
BINARY
CHANNEL

CODER

INPUT QUANTIZED
] ELEMENT
_»|  QUANTIZER DIFFERENCE
PREVIOUS
ELEMENT | [ 0 5D RepresENTATION
DELAY OF INPUT
(1 ELEMENT PERIOD)
TRANSMITTER
CODES FROM
BINARY [ DEC —(D OUTPUT
CHANNEL  pDECODER -
[ D ]
DELAY
(1 ELEMENT PERI0D)
RECEIVER
Figure 1 Transmission of element-to-element dJdifferences 1instead of the elements

themselves. The differences are small most of the time. Thus, a bit rate
reduction results if short binary code words are used for small differences
and longer code words are used for large differences. Frame-to-frame
differences can be transmitted if +the delays are increased to a frame
period.

Simple Methods of Frame—-to-Frame Redundancy_ Reduction

In order to reduce frame-to-frame redundancy a memory or delay capable of storing an
entire frame of video information is needed. At present, this requirement is the main
factor determining +the economic feasibility of frame-to-frame signal processing.
However, it is expected that costs for digital storage will continue to decline, thereby
making this type of signal processing even more attractive in the years to come.
Devices for digital storage which are currently being studied include magnetic bubble
memories,¢(3) charge coupled devices,(*) large MOS stores(s) and surface acoustic wave
devices.(6)

One method of removing frame-to-frame redundancy is simply to reduce the number of
frames that are transmitted per second as shown in Figure 2. At the receiver, frames
are repeated as in motion picture projection in order to avoid flicker in the display.
This technique takes advantage of the fact that frame display rates must be greater than
about 50 Hz to eliminate objectionable flicker, whereas something between 20 and 30 Hz
is all that is required for rendition of normal motion, and 1less than 15 Hz for
rendition of low speed movement.(7)
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In most systems interlaced scanning already takes advantage of this phenomenon to some
extent. 044 numbered lines are sent during one half frame period (field 1) and even.
numbered lines during the other half frame period (field 2). For example, broadcast
television and videotelephone systems in the United States transmit 30 frames per second
using 2:1 interlace (60 fields per second). A 50 percent reduction in bit-rate can then
be obtained by transmitting only 15 frames per second and displaying each frame twice as
shown in Figure 2; however, jerkiness is then noticeable if the scene contains objects
moving with moderate or rapid speed.

ONLY ALTERNATE

FRAMES ARE TRANSMITTED FRAMES
TRANSMITTED ARE DISPLAYED TWICE
) ]
| TRANSMISSION i
INPUT o —e , CHANNEL o i oUTRUT
(30 FRAMES /SEC) 15 FRAMES/SEC] (30 FRAMES /SEC|
TWD INTERLACED L FRAME
FIELDS PER FRAME DELAY
Figure 2 2:1 frame repeating. Reducing the frame +transmission rate by half (15

Frames/sec) and displaying each frame twice at the receiver (30 Frames/sec)
works well for movement at slow speeds but gives rise to visible jerkiness
during movement at higher speeds.

REFERENCE
SIGNAL  [FRAME
DELAY
VIDEO "l
8B | SIGNAL. ~ [ W-LEVEL TRANSMISSION]_, (o MEMORY [
CODER 1 QUANTIZER CHANNEL —t
ouTPUT
REFERENCE\*» FRAME
SIGNAL DELAY +) ADDER
MEMORY |
Figure 3 Frame-differential PCM. When transmitting frame-to-frame differences small

values are quantized finely to give high quality reproduction in stationary
areas of the picture, and large values are quantized coarsely to take
advantage of the viewer's tolerance of brightness errors near moving edges
in the picture. Because of the feedback configuration, a high quality
picture is displayed within a few frame periods after motion in the scene
has ceased.

If in Figure 1 the delays of the feedback coder and decoder are increased to one frame
period, then the system transmits companded frame-differences as shown in Figure 3.
Since small frame differences are finely gquantized, scenes containing little or no
movement are displayed with exceptionally high picture quality. When movement does
occur, ¢thereby creating larger, more coarsely quantized frame differences, some
distortion is produced; but it is all confined to the moving areas of the picture where
it is less noticeable to the viewer. Because of the feedback configuration, a high
quality picture is again displayed within a few frame periods after motion in the scene
ceases.

In this system a digital transmission error caused by the channel introduces an
erroneous picture element into <the receiver frame memory where it would remain
indefinitely if some means for removing it were not provided. One method for doing this
(called 1leak) is to reduce the magnitude of the reference signals by a small percentage
both at the transmitter and at the receiver. The effect of a transmission error then
slowly dies away as time progresses. Another technique which is more useful in
interframe coders (called forced updating) is to transmit a small percentage of the
picture elements in each frame as PCM. 1In this case a transmission error will remain
visible until the corresponding PCM updating information arrives, at which time the
error will suddenly disappear.

SP/E Vol. 66 (1975) Efficient Transmission of Pictorial Information / 11

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

For video signals, between 30 and 60 levels of frame difference quantization are
required for good picture quality during rapid motion.¢(®) However, if picture quality
during periods of movement is of no concern, then two-level quantization, i.e., one bit
per element or frame-to-frame delta-modulation, is sufficient to reproduce still scenes
such as charts or graphs with excellent fidelity.¢?) Since more quantization levels are
required for frame differences than for element differences (for approximately
equivalent picture quality during periods of rapid movement) there is 1little advantage
in frame-differential coding wunless multilength binary code words are used along with
falrly large buffers. And if complex operations such as these are to be carried out,
other techniques can be used which are of the same order of complexity but are much more
efficient in terms of bit-rate reduction.

Figure 4 a) Videotelephone scene containing movement.

b) Significant changes in a videotelephone scene containing moderate
motion. The white picture elements denote frame-to-frame differences
which are larger in magnitude than 1.5 percent of maximum. There are
about 10,000 changes in +this frame out of a total of about 56,000
visible elements.

c) The white picture elements here are the ones which would be +transmitted
using cluster coding. For each cluster, an address is transmitted
corresponding to the first picture element; then the frame differences
are sent followed by a special code signalling the end of the cluster.
Isolated changes in Fiqure 4b are ignored, and gaps of six picture
elements or less between clusters are bridged to avoid sending excessive
addressing bits.
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Conditional Replenishment of the Reference Signal

In most videotelephone scenes, for example, the amount of movement is fairly small (see
Figure 4b). There is very little camera panning, and there are few sudden scene
changes. Furthermore, when there is a lot of movement such as when the camera is moved
or when graphical material is being positioned, it is not necessary to transmit +the
picture with as high quality as in the normal situation. Thus, since there are usually
80 many small frame differences, there is considerable advantage in not transmitting
them and, instead, sending only the frame differences which are significant;(10,11) ¢hat
is, 1leaving +the reference signals in Figure 3 unchanged unless the frame difference is
large enough to warrant replenishment with new information. If only the significant
frame differences are t0 be transmitted, i.e., those larger than about 1.5 percent of
maximam, then addressing information must also be sent to tell the decoder where in the
picture the received frame differences should be placed. Also, since data is generated
at a very irregular rate depending on the location and on the amount of moving area in
the picture, an elastic digital store or buffer must be used at the transmitter and
receiver in order to use a constant bit-rate digital channel.

Conditional replenishment takes advantage of the long runs of insignificant differences
that normally occur in videotelephone pictures. T+ has been found that significant
frame differences also tend to occur in clusters, (8 and for this reason it is more
efficient to address only <the beginning and end of each cluster than to address each
significant change separately. Moreover, since an address generally requires many more
bits for transmission than does a frame difference, it is worthwhile to coalesce
clusters of significant changes which are separated only by small gaps as well as +to
eliminate as much as possible isolated differences due to noise. The white dots in
Figure 4b show the significant changes; Figure #c shows the result of removing isolated
changes and of bridging small gaps between clusters of changes.

FEEDBACK TO PREVENT BUFFER

SIGNIFICANT OVERFLOW AND UNDERFLOW
CHANGE DETECTOR { """"""" “:
SEGMENTER | ____ i
DELAY-D H !
]
! '
ADDRESS | Yoo
GENERATER |" L :
DIFFERENCE | BUFFER—— T0
CODES 4~ TRANSMISSION
BIT ===l - CHANNEL
8BIT | yipgg
PCM = (D] i
CODER | SIGNAL
DELAY QUANTIZER
REFERENCE « FRAME PERIOD
PICTURE MINUS D
NELAY
D
DELAY
Figure 5§ A conditional replenishment coder which transmits clusters of significant

frame differences. The segmenter segments each frame into changed areas and
stationary background areas, i.e., defines the clusters of frame differences
which must be transmitted., The reference picture, which is available also
at the receiver, is updated or replenished with quantized significant frame
differences as determined by the Segmenter. Since the segmenter requires a
delay in order to Operate efficiently, compensating delays must be includeqd
in the coder loops. Buffer overflow or underflow can be prevent by reducing
or increasing the number of clusters transmitted. Forced updating
(transmitting a few lines of each frame as PCM) to alleviate the effect of
channel errors is not shown,

In the conditional replenishment coder of Figure 5 the Segmenter defines the clusters of
frame differences which must be transmitted. The required channel bit-rate depends on
the size of the buffer and on the amount of motion in the pPicture which is to be
accommodated., During periods of rapid movement when the data generation rate of the
coder exceeds the channel rate, the buffer will begin to £ill, and if this condition
persists for +oo long, the buffer will overflow and data will be lost. Figure 6 shows
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the required buffer size versus transmission bit-rate for a videotelephone picture in
which a person 1is engaged in normal conversation. Sixteen bits are assumed for
addressing each cluster and four bits on the average are assumed for each frame-
difference. For high quality pictures (30-60 1level frame difference quantization)
multiword-length coding of frame differences prior to transmission is implied. The
videotelephone signal format used here is: 1 MHz analog bandwidth, 271 lines/frame, 30
frames/sec with two interlaced fields per frame. Thus, 3 Megabits/sec corresponds to an
average of 1.5 bits per picture element, blanking included.

200K

100K
80K

::: \\
\

20K

BUFFER SIZE (BITS)

K ~C
6K \\
m
25 3 35 4
CHANNEL RATE (MEGABITS /SEC)

Figure 6 Buffer size versus transmission bit rate required for simple con@1t10na1
replenishment where +the scene contains the head.and shoulder§ view of a
person engaged in normal conversation. The curve 1s characterized by a
sharp knee at the point where the buffer is just.large evough to smooth the
generated data over a field period (1760 sec). Sixteen bits per cluster was
assumed for addressing and the four bits on the average was assumed per
frame difference. Very large buffers (several million bits) are capable of
smoothing between one human action and the next gthe fidget interval), but
they introduce too much delay into the conversation to be useful.

Figqure 6 shows that significant savings in bit-rate are achieved as the buffer size is
increased up to about 15,000 bits. Around this point, data peaks generated in small
areas of the picture are smoothed over an entire field period. above 15,000 bits,
however, the buffer begins to smooth the data over periods of time longer than a field
interval (1760 second here), and since the amounts of data in successive fields tend to
be very mach the same, relatively 1little saving of transmission bit-rate is
obtained.(11) Very large buffers (several million bits) are capable of reducing the
bit-rate significantly by smoothing the data from one human action to the next; however,
besides being uneconomical they also introduce several seconds of delay into the
transmission, and for face-to-face conversations over videotelephone, for example, this
is intolerable. More will be said about smoothing the irregular data-rate when the
subject of channel sharing by several coders is discussed.

Thus, for simple conditional replenishment there seems to be 1little advantage in
providing more buffer capacity than is required to smooth the data over a field period.
If normal motion is to be accommodated 1in head and shoulders views of perple in
conversation then with a 15,000 bit buffer, a transmission rate of about 3 Megabits/sec
or 1.5 bits per picture element (including blanking) is needed. This is a saving of
about 5:1 over 8-bit PCM. With a 600,000 bit buffer (which is about as large as can be
used without introducing annoying delay into the conversation) a transmission rate of
about 1.25 bits per picture element can be achieved. However, lower transmission rates
can be achieved without using large buffers by using adaptive or multimode coding.
These techniques are described next.

Rdaptive or Multimode Conditional Replenishment

Viewers are accustomed to blurring in areas of the picture containing moderate or rapid
movement. The main reason for this blurring is that since television cameras have no
shutters, +the 1light falling on a particular point of the target is integrated over one
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frame period before being read out, and when there is movement this results in some
blurring in the picture even before transmission.

Since rapidly moving objects are blurred, there is no need to transmit these areas with
full picture resolution.(13,te 8) Thus, a different mode of conditional replenishment
coding can be used during periods of rapid movement. Since the transmission channel
capacity required for conditional replenishment coders is determined mainly by the bit-
rate generated during rapid motion, reducing the bit-rate during these periods lowers
the required bit-rate of the channel.

A particularly simple method of reducing the moving-area resolution and, hence, the bit-
rate in conditional replenishment systems is to transmit only every other significant
frame difference along a line instead of all of them as is normally done. The moving-
area picture elements which are not transmitted can then be obtained from the ones that
are by simple interpolation. Full resolution is maintained in the stationary background
areas of the picture since they are simply repeated from the previous frame. An
effective way of making sure that the reduced resolution coding mode is only used during
periods of rapid movement is to bring it in only when the number of bits stored in the
tuffer exceeds a certain threshold value. Subsampling the moving area at half-rate in
this way almost halves the channel capacity required for ¢transmission. It has been
found that further horizontal subsampling gives rise to visible degradation except with
extremely rapid motion, (14}

Feedback from the buffer can be used to control the picture quality in other ways as
well. For example, the frame difference threshold value used by the segmenter to test
for significance can be raised as the buffer fills. And when there is violent motion orx
movement of the camera (periods during which the viewer is not very critical of picture
quality) a simple, but effective way of cutting down +the dJdata rate is to stop
conditional replenishment altogether for one frame period whenever the buffer threatens
to overflow and in this way give the buffer a chance to empty. At the receiver the
previous frame is simply displayed twice resulting in a slight jerkiness in the movement
instead of the smooth motion which is normally reprronduced.

NUMBER OF BITS IN THE BUFFER

EMPTY 20K 30K 40K 50K 60K FULL
| i ] | ] 1 ]
SUBSANPLIG [ pSTART perear”
FORCE
\UPDATIN:‘- . ‘ /o ‘ AR 7 ,

SIGNIFICANT FRAME DIFFERENCE THRESHOLD
(ON A SCALE OF 0...255)

Figure 7 Multimode conditional replenishment where the coding mode is controlled by
the buffer fullness or queue length. Fairly active motion can be
accommodated with a 65K bit buffer and a transmission channel rate of 2
Megabits/sec or 1 bit per picture element. A saving of 8:1 over 8-bit PCM
is obtained. The significant frame difference threshold is raised from 4 to
5, 6 and 7 on a scale of 0...255 as the buffer-gueue-length increases beyond
20K, 35K and 50K bits, respectively. All replenishment is stopped when the
queue length excees 65K bits, and it does not resume again until the queue
length falls below 2500 bits. The system starts subsampling in the moving
area at half rate when the gueue length exceeds 20K bits and does not return
to full sampling until the queue length falls below 10K bits. One TV line
is sent as 8-bit PCM (forced updating) whenever the queue length falls below
2500 tits.

Multimode conditional replenishment with forced updating, subsampling at half rate
during rapid movement and frame repeating to prevent buffer overflow as shown in Figure
7 requires, for videotelephone, a transmission rate of about 2 Megabits/sec - an 8:1
saving in bit rate over 8-bit PCM.(®) Fairly active motion can be accommodated using a
buffer size of about 65K bits, Round trip delay introduced by the coder is about /15
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of a second which is not noticeable in most situations. If, during violent motion, the
transmitting buffer £ills then repeating one frame allows the buffer to completely empty
s0 that several frames of violent motion can then be transmitted before another frame
must be repeated. Emptying of the transmitter buffer during periods of very slow motion
can be conveniently prevented by a forced updating of one TV line as 8-bit PCM whenever
the number of bits stored in the buffer falls below a certain threshold. In fact, it is
prudent to transmit a few lines of each frame as PCM regardless of the state of the
buffer in order to accommodate for the effects of digital transmission errors which
would otherwise last indefinitely.

Conditional Subsampling in the Vertical Direction

Subsampling horizontally along a line in the moving area at less than half rate gives
rise to wvisible degradation wunless movement is very fast, (1e) However, moving-area
subsampling at half rate in the vertical direction is feasible, and 1like horizontal
subsampling it reduces the transmitted data-rate significantly. Because of interlace,
vertical subsampling at half rate in the moving area is the same as not transmitting any
frame differences at all during alternate fields. The moving area picture elements in
those fields would be obtained at the receiver by interpolation between the adjacent
fieldsC15) as shown in Figure 8. The effect on spatial resolution is usually negligible
partly because of the smearing due to movement and partly due +to the fact +that good
vertical resolution is difficult to obtain in a television picture in any case because
of the scanning mechanism,

FIELD 4

A, i
FRAME 2
(4
FIELD 2
' FRAME 1
FIELD 1
Figure 8 Subsampling at half rate in the vertical direction. Because of interlace

this 1is equivalent to conditionally replenishing alternate fields only. 1n
the diagram, fields 1 and 3 would be coded and transmitted via conditional
replenishment. Moving area picture elements in the intervening fields would
be obtained at the receiver by interpolation. Thus, changed picture
elements in line B, would be obtained by a four-way average of picture
elements in lines Ayy Cy, A3 and C3z. Simple vertical subsampling and four-
way interpolation in this manner does not give good rendition of moving
edges, however, and results in a slightly visible jerkiness in the picture,
By sending a small amount of additional information to repair these edges,
the Jjerkiness can be eliminated. This 1is called conditional vertical
subsampling.(16)

The effect of field-to-field interpolation does have a noticeable effect on temporal
resolution, however, especially during periods of rapid motion.(t5,16) Singe the
interpolation is baseq on picture information occurring 1/60 of a second away in time,
moving edges are poorly represented, and this leads to jerkiness in movement rendition
when large areas move fast. This jerkiness is much less noticeable than with frame
repeating, but it is nevertheless detectable.

In most scenes only a small amount of additional information need be transmitted to the
receiver to enable it to adequately reproduce those edges which have been distorted by
the field-to-fielq interpolation., (16} This procedure is called "conditional vertical
Subsampling."® The white picture elements of Fiqure 9 show where simple field-to-fielgqd
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interpolation is not good enough and additional information must be transmitted. The
original scene is the same as in Figure 4. In a single videotelephone field of Figure
bec there are 7870 picture elemtns in the moving area, but only 2250 of them as shown in
Figure 9 need be transmitted using conditional vertical subsampling. The channel bit-
rate can be reduced by about a factor of 1.5 using conditional vertical subsampling.

Figure 9 Picture elements in one field of Figure 4 which would be <transmitted using
conditional vertical subsampling with trheshold T = 12 (on a scale of
0...255). In the fields to be interpolated (fields 2 and U4 of Figure 8) the
actual value of each moving area picture element is compared with the value
obtained by the four-way interpolation. If the magnitude of the difference
exceeds the threshold T, then the difference exceeds the threshold T, then
the difference is transmitted along with addressing information. Otherwise,
nothing is sent, and the four-way average is used at the receiver. 1In this
field, there are 7870 picture elements in the moving area, but only 2250
need be transmitted using conditional vertical subsampling.

Buffer and Channel sharing

The channel bit-rate required by the conditional replenishment coder of Figure 5 is
determined mainly by the peak data-rate produced by the coder, i.e., the data-rate
generated during periods of active motion in the scene. Since periods of active motion
in videotelephone scenes, for example, tend to come in bursts, separated by 1long
intervals of inactivity, the channel bit-rate +tends to be much larger than the long-term
average data-rate (excluding the forced-updating needed to prevent buffer emptying). As
was stated previously, an extremely large buffer (several million bits) would be needed
in order to appreciably smooth the data from one period of active motion to the next
and, thus, bring the channel bit-rate down closer to the long-term average data-rate.
Such a buffer would not be feasible because of economic reasons and because of the
excessive delay it would introduce into a videotelephone conversation.

At any given time, however, the data-rate averaged amongst many conditional
replenishment coders will be fairly close to the long-term average data~rate produced by
a single coder. Thus, if the data produced by many videotelephone users 1is combined
prior to Dbuffering and transmission, as shown in Figure 10, the advantage of a large
buffer can be realized, namely lower channel bit-rate per data source, without the
disadvantages of high Gtuffer-memory cost and excessive delay. This technique
automatically allocates more buffer space and channel capacity to those users which are
temporarily in rapid motion at the expense of those which are not. Conputer simulations
have been carried out to evaluate this scheme, and results indicate that by combining
the data from about 15 conditional replenishment coders prior +to transmission, the
channel bit-rate per coder can be halved and the buffer size requirements can be
drastically reduced.(19)
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Figure 10 Buffer and channel sharing by several conditional replenishment coders. The
unbuffered data, (entering from the left) produced by each coder occurs at a
very irreqular rate - short periods of high data-rate caused by active
motion in <the videctelephone scene tend to be separated by long periods of
low data-rate. The data is first stored temporarily in individual
prebuffers, <then transferred +to the principal buffer via the multiplexing
_switch, and finally transmitted over a single high capacity channel +o the
receiver where the inverse operation takes place. This technique
automatically allocates more buffer space and channel capacity to those
sources which are temporarily producing the higher data-rates. By sharing
the channel in this way amongst about 15 conditional replenishment coders,
the channel bit-rate per coder can be halved.(19)

A possible configuration for 1long~distance transmission of Yideo signals is the
hierarchical arrangement shown in Figure 11. Within large cities, for example, the
signals might be sent via relatively cheap intraframe coding techniques such as element
differential PCM. Between cities where transmission costs are much higher, interframe
techniques such as those described previously might be used to reduce the bit-rate as

mach as possible.

A fundamental difficulty arises with this situation, however. All intraframe coders
introduce a certain amount of frame-to-frame noise values into the signal which,
although they may not be objectionable to the viewer, are detected by the interframe
coder as a large number of significant frame differences. The white picture elements in
Figure 12b show the frame differences which are larger in magnitude than 1.5 percent of
maximum wusing a video signal which has been passed through an element-differential PCM
codec. The number of significant changes far exceeds the number of changes which occur
when 8-bit PCM is used as the input signal as in Figure 4b.

In order to reduce the number of picture elements which must be transmitted it is not
sufficient to simply raise the threshold which determines whether or not a frame
difference 1is significant. Unacceptable picture quality results. Instead, advantage
must be taken of the distinguishing properties of +the frame differences caused by
intraframe quantization noise as opposed to the distinguishing properties of the frame
differences cause by movement. For example, frame differences caused by intraframe
quantization noise tend to be uncorrelated both spatially and temporally, and they are
usually larger near edges in the picture because of companding. Frame differences
caused by movement, on the other hand, are highly correlated both spatially and
temporally and tend to be large only near moving edges in the picture.

Using information such as this, algorithms have been designed for segmenting the picture
with good accuracy into moving areas and stationary background areas.(17) The white
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picture elements in Figure 12c show the moving areas as defined b
the same signal used in Figure 12b. However, the number of moving-area picture elements
stil} tends to be significantly higher than with an  B8-bit PCM input. By using
conditional vertical subsampling at half rate, horizontal subsampling at half rate and
multiword-length coding of frame differences, a multimode conditional replenishment

Yy such an algorithm for

coder for.videotelephone ha§ been simulated which operates with an average data
transmission rate of 2 Megabits/sec (1 bit/picture element) . (18)
INPUT
INTRAFRAME
INTRACITY DIGITAL LINK
INTRAFRAME
PCM
INTERFRAME
CODER
INTERCITY DIGITAL LINK
INTERFRAME
DECODER
PCM
NTRAFRAME
CODER
INTRACITY DIGITAL LINK
| INTRAFRAME I
DECODER
UTPUT
Figure 11 A possible configuration for long-distance transmission of vid§ote1?ppone
signals. Cheaper intraframe codecs are used for short,'lntrac1ty digi+al
links. Between cities where transmission costs are high, interframe codecs
are used to reduce bit-rate as much as possible.
Channel Bit-Rate
Coding Method Megabits/Sec
1. 8=-Bit PCM 16
2. Element-Differential pCM 8
3. Simple Conditional Replenishment 3
4. Multimode Conditional Replenishment 2
5. Multimode Conditional Replenishment and
Conditional Vertical Subsampling 1.3
6. Multimode Conditional Replenishment, Conditional
Vertical Subsampling and Channel Sharing by 15 Users 0.7

TABLE I - Bit-rates

3-6 are interframe techniques.

required for videotelephone using various coding techniques.
Element-differential PCM is an intraframe coding technique

while methods

Method ¢ has been demonstrated while the

figures cited for methods 5 and 6 are based on simulations.
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Figure 12 a) Videotelephone scene containing movement.

b) The white picture elements denote frame-to-frame differences which are
larger in magnitude than 1.5 percent of maximum using a video signal
which has been passed through an element-differential PCM codec. The
number of significant changes far exceeds the numker of changes in
Figure H4c where 8~bit PCM was used as the input signal.

¢} Using the same video signal as in a) the white picture elements here
denote the moving area as defined by a more sophisticated segmenting
algorithm.(17> This algorithm takes advantage of a number of signal
properties which enable it to distinguish between frame differences due
to intraframe quantization noise and the frame differences caused by
movement.

Conclusion

This article has covered some of the known methods for taking advantage of fFame—to-
frame redundancy in video signals in order to reduce the transmissign channel blt?rate.
The problem was approached from two sides. First, since only a portion of the plctuFe
elements change significantly between frames, there is considerablg advantage in
transmitting only the changed area. i.e., using conditional ;eplenlshment.<f°,ll)
second, since viewers are less critical of picture quality in moving areas tha? in the
stationary areas, a saving of bit-rate can be achieved by progressively lowering the
resolution of the moving area as the amount of movement increases.(13,8,14)

The bit-rate savings possible using wvarious frame-to-frame _coding te?hniqges on
videotelephone signals are shown approximately in Table I. A saving of.8:1 in Dbit-rate
over 8-bit PCM has been demonstrated using multimode conditional replenishment,(®? while
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the figures cited for conditional vertical subsampling¢16) and channel sharing(19) are
based on simulations. All but rapid movement of 1large areas is accommodated with
excellent picture quality. With large area movement, frame repeating is used which
causes some visible jerkiness in the picture. If the input signal contains noise due to
a previous intraframe coding and decoding, then too many spurious frame differences are
present to use only these methods. More sophisticated moving area detection
techniques(17) must be used to transmit such a signal efficiently.

Transmission errors in the digital channel have been mentioned only in passing. A basic
principle in the efficient coding of information is that the more one removes redundancy
from a data stream the more vulnerable to transmission errors the information becomes.
This 4is certainly true of picture coding. However, some information is more important
to the receiver than other information. For example, in conditional replenishment,
addresses and synchronization information are far more important than frame differences.
Thus they should be protedted by adding redundancy in a controlled fashion. 1In this
way, the effect of transmission errors can be minimized.

Other techniques for removing frame-to-frame redundancy are currently being
explored.(20—22) However, most of these schemes, like the techniques described in this
paper, are fairly expensive to implement, and this tends to limit +their usefulness at
the present ¢time to only 1long-distance transmission links where the expense of the
redundancy reduction systems are significantly outweighed by the savings in transmission
costs., In the future, however, prices of digital logic and storage are expected to
continue the dramatic dacline experienced in the last several years making some of these
bit-rate reduction schemes economically feasible for digital transmission over shorter
distances.

This article describes the work of a number of people, many of whom we have had the
opportunity to talk with personally. We would like to express our gratitude to them for
the many stimulating discussions which we have had.
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BANDWIDTH COMPRESSION OF MULTISPECTRAL DATA

A. Habibi and A. S. Samulon
TRW Systems Group
Redondo Beach, California 90278

Abstract

The coding methods suitable for bandwidth compression of multispectral imagery are considered. These
methods are compared using various criteria of optimality such as MSE,signal-to-noise ratio, recognition
accuracy, as well as computational complexity. Based on these results the candidate methods are reduced to
three recommended methods. These are KL-2 Dimensional DPCM, KL-cosine-DPCM and a cluster coding method.
The performance of the recommended methods are examined in the presence of a noisy channel and concatenated

with a variable rate (Huffman) encoder.

Introduction

Improvements in earth resource satellite MSS scanners will result in higher spatial resolutions, great-
er number of spectral bands, and faster output rates for the multispectral earth resources data. This will
require larger bandwidth for transmission of the multispectral data as well as larger storage capacities
and more complicated ground processing systems for classification and dissemination of the data. Compression
of data at the source can reduce the costs and the constraints upon each of these parts of a scanner-to-
user information management system. Most studies of data compression techniques for multispectral data
have considered only one coding technique. General Electric and Philco-Ford have considered only simple
and elementary coding algorithms [1-2]. Purdue University has considered use of transform coding techniques
and clustering algorithms for compressing the multispectral data in separate studies [3,4]. TRW Systems
Group considered coding multispectral data using errorless entropy coding of this data for archiving
applications [5]. Jet Propulsion Laboratory has considered using clustering algorithms for joint bandwidth
compression and classification of multispectral images [6]. These studies have used different data bases.

. They leave out many types of efficient coding algorithms, and generally do not include the effect of

important parameters such as channel noise and the sensor behavior on the performance of the individual
coding algorithms. In addition due to use of different data bases and different criteria of optimality
a meaningful comparison of various coding techniques is impossible.

We consider a number of promising algorithms for on-board compression of the multispectral data. Included
are Differential-Pulse Code Modulator %DPCM) and transform coding systems as well as hybrid coding techniques.
The performance of these systems are improved by concatenating these coding algorithms with variable rate
(Huffman) encoders. In addition, we examine a cluster coding method which reduces the bandwidth of multi-
spectral imagery by classifying the multispectral data into a fixed number of clusters. The clusters are
approximated at the receiver using a classified image and the cluster averages. These algorithms are
compared based on their performances on representative ERTS data. The experimental results are obtained by
simulating the algorithms on digital computers. A number of criteria of optimality such as mean square

error, peak-to-peak signal to noise ratio, retention of classification accuracy and the computational
complexity are used to compare these techniques.

Criteria of Bandwidth Comparison

Several criteria serve as a basis for comparison of alternative compression techniques. These include
distortion, complexity, and susceptibility to channel and sensor effects.

Distortion

In order that data compression be possible, one or both of two conditions must be satisfied. The first
condition is that the data have some structure or redundancy. By knowing something about the data struct-
ure, data compression can be accomplished without losing any of the information the data contains. Hence,
data compression that relies solely on knowledge of data structure is called information preserving or
error free data compression. The second condition which leads to compression is that the image user have
interest in only limited accuracy or a particular aspect of the data collected. In this case, data which
is of low value to the user can be discarded, resulting in data compression. Since information discarded
is permanently lost, compression based on user interest is called information destroying data compression.

In order to determine whether a particular information destroying compression algorithm preserves
sufficient information for a particular use, a criterion must be defined by which the information loss can
be measured. Because of its mathematical convenience, a number of authors have used mean square error as
a measure of distortion. We use this as one measure during our study. It has the advantages of being
widely used and understood, of making tractable analytical treatments of the problem, and of leading to
satisfactory results for many applications. On the negative side, it is a criterion not specific to
particular uses of the data.
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A criterion closely related to mean square error is the signal to noise ratio. Indeed this criterion
can be considered a normalized form of the MSE. Peak-to-peak signal to root mean square (RMS) value of the
noise as well as RMS signal-to-noise ratio is widely used by the television industry as a measure of
television signal quality.

Recognition Accuracy

Another criterion which is more application oriented is the algorithm's effect on classification
accuracy. For example, if each raster point in the image is to be classified as corresponding to some
crop or land use, based on the recorded brightnesses in the several spectral bands, the jncrease in class-
ification errors resulting from performing classification on the reconstruction of the compressed data
rather than on the original image is a measure of the relevant information lost due to compression.

The increased probability of misclassification can be used as a distortion measure, but, unfortunately,
%he complexity of the classification procedure generaily precludes calculation of the rate distortion
unction,

The problem of classification is equivalent to partitioning the space of possible measurement values.
A11 measurement values falling within one element of the partition are viewed as representative of some
category. For example, in the case of earth resources data, one might assume that all recorded brightness
values within some range are representative of wheat.

Two basic approaches exist for determining a partition. In one method, a set of categories is
specified. The space of measurement values is then broken into segments such that the values in a partic-
ular segment correspond with one of the prespecified categories. The segments are chosen in a way that in
some sense is "good". In the other approach to determination of a partition, no categories are specified
in advance. Instead the measurement values are examined to see if they cluster into groups. In general it
is difficult to define what is meant by certain values belong to one cluster and certain values belong to
another cluster. A myriad of criteria have been proposed. Most of them yield different clusters, for some
sets of measurement values, than a human would intuitively obtain.

Now we define what is meant by preservation of classification accuracy under a distortion of the
measurement space. We assume that we have two measurement spaces, each having its own partition. In the
first space are the undistorted measurements, x, and in the second are the distorted measurements. In order
that classification accuracy be preserved the two partitions should be such that if y is the distorted
value corresponding with x, then the category which y represents should be the same as the category which
x represents. Using more precise notation, we make the following definitions:

X a space of measurements with elements x

p a partition of X (Px(x) is the category which x represents)

X
Y a space of measurements with elements y

PY a partition of Y
D a mapping form X into Y
Then we say that PY preserves the classification accuracy of Px under the measurement distortion D.

We can see in Figure 1 that class 1 and class 2 can be distinguished equally well in the space X and
the space Y with the appropriate partitions. Under cetain distortions, however, it may not be possible to
preserve classification accuracy. It is always possible to find a partition which preserves classification
accuracy. It is always possible to find a partition which preserves classification accuracy if D is a 1 to
1 function since, in that case, values which can be distinguished in space X can be distinguished in space
Y. IfDisnotaltol function, it may still be possible to preserve classification accuracy. For ex-
ample a function which maps all values in one category in the original space into one point in the distorted
space can still preserve classification accuracy as long as it maps values in different categories into
different points.

We now fit the definition we have made into the context of earth resources data. For each point in
the image we obtain a set of brightness measurements in several spectral bands. The space of measurement
values in the various spectral bands can be represented by the space X in the definition above. 1In
addition, further measurements can be obtained by taking into account the spatial variation of brightness
in the neighborhood of each point. Such measurements are often called "texture" measurements. These
measurements can also be included in the space X. Thus, for each point in the image we have a space X of
measurement values. Using pattern classification, we can determine, based on the measurement space, what
category (e.g., wheat, petroleum bearing land) is represented by a particular point in the measurement
space. Data compression which is classification accuracy preserving is then obtained in two ways. First,
several points in the same category can be mapped into one point. Second, spatial redundancy of the
measurement values can be exploited to achieve further data compression.

It was decided to use a clustering technique for classification for several reasons. First, a .
technique using prespecified categories would have required training samples to define the best partition.

24 /SPIE Vol. 66 (1975) Efficient Transmission of Pictorial Information

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

— S N T T ——



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

Thus, ground truth information would be required for each prespecified category represented in the data.
Second, each categary (e.g. winter wheat) has a different spectral signature depending on sun angle,
latitude, season, and so on. Therefore, ground truth data for the particular data sets processed would be
required. Third, we wanted to use a data set with a number of different categories, including a variety of
crops, water, desert, and mountains so that any conclusions developed during the study would be relevant for
a number of disciplines.

In the classification accuracy determination procedure, we calculate the centroids of the clusters.
Unfortunately, calculation of the centroids is an iterative process which is quite time consuming. Hence,
it is desirable to sample the available imagery and determine the centroids using a subset of the picture
elements. For convenience we have chosen to use only elements belonging to every fourth row and column of
the imagery in determining the centroids.

Using the clustered subset we obtain the centroids of the clusters. By centroid is meant the following.
Each cluster has a particular mean value in every spectral band. The centroid of a cluster is the set of

mean values for that cluster. Figure 2 shows pictorially the meaning of centroid for the case of only two
spectral bands.

The centroid finding program has a number of steps that can be summarized as follows: A particular
number of clusters is selected. More or less arbitrarily, a set of initial centroid values are chosen. Each
sample value is assigned to the category corresponding to the closest centroid. Then the centroids of the
sample values belonging to each class are computed. Now the data samples are mapped into those categories
having the closest of the new centroids. This entire process is repeated until very few of the sample
vliaues change category on one of the iterations. At that point, the so called "Swain-Fu" distance between
each pair of classes is measured. If the minimum distance between classes is less than some prescribed
distance, the two closest classes are merged and the whole process is repeated with one fewer class.
Otherwise the clustering algorithm terminates. A minimum number of clusters is also specified in order
that merging not continue indefinitely.

After completing determination of the cluster centroids, the entire 256x256 image is classified. This
is accomplished by determining to which centroid each sample is closest. The output of this program is an
image in which the value corresponding with any pixel is the number of the cluster to which it belongs.

In order to compare the clusters obtained on the original imagery and on the reconstruction of the
compressed imagery, we first determine the correspondence between clusters in the two sets of imagery. To
illustrate what is meant by finding a correspondence between clusters, consider the case when cluster 1 in
the original image represents water, and in the reconstruction water is represented by cluster 3. In order
to save time this correspondence determining program does not find the cluster correspondence which will
minimize the difference in classification but instead first minimizes the difference in classification for
the subarea of pixels belonging to the cluster with the most elements, then minimizes the difference in
classification error for the subarea of pixels belonging to the cluster with the next greatest number of
elements, and so on.

Once the cluster correspondence is made the percentage of picture elements classified differently in
the original imagery and the reconstruction is determined. This number is used as the classification in-
accuracy for the particular bandwidth compression method.

Implementation Complexity

Once it is shown that several compression techniques can significantly reduce the required data rate
without introducing unacceptable distortion, it is necessary to compare the implementation complexity of the
techniques. Compressor complexity is a particularly significant factor for spacecraft applications. Re-
construction complexity on the ground has Tess effect on overall system costs.

To evaluate complexity, an algorithm was proposed for each technique. Then the required ngmber of
additions and multiplications were counted and the needed buffer sizes determined, based on typical block
sizes and numbers of spectral bands.

Sensitivity to Sensor Effects

The properties of the sensors that gather multispectral earth resources data can be expected to affect
the data structure and thus in turn affect compression performance. As a typical sensor to be used in the
next decade for gathering multispectral earth resources data, we considered the thematic mapper projected
for NASA's EOS. The thematic mapper is a multispectral scanner similar to that on the LANDSAT (ERTS). It
uses photodiodes as transducers and a moving mirror to scan lines perpendicular to the sate}11tes track.
The sensor properties that can be expected to affect compression. are nonuniformity anq non11near1ty of
the photodiodes, and geometric distortion and spectral misregistration due to the optics and scanning
patterns.

For a fixed mean square error, the compression obtainable with a particular compression technique can
be related to the correlation coefficient of the process of which the data is a sample funcpion. Based on
the scanning geometry of a likely thematic mapper and on the instruments present specifications, the
variation in correlation coefficient over an entire image was predicted under the assumption that the data
be samples of a wide sense stationary process. These variations were in turn related to increased mean
square error or equivalently to decreased signal to noise ratio.
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Bandwidth Compression Methods for Multispectral Imagery

Multispectral data can be modeled by a stochastic process f(x,y,k) which is a function of three discrete
variable x, y, and k; x and y refer to spatial variables, and k is the spectral variable. In theoretical
studies of image bandwidth compression methods one often models the data as a stochastic process having
statistics identical to those of the imagery so that one can then evaluate the performance of various
encoders on the process. This approach to the analysis of algorithms used for coding video data is often
carried out by assuming that the stochastic model f(x,y,k) is Markov on all three variables x, y, and k.

This would imply that the auto-covariance of ‘the assumed stationary process f(x,y,k) is exponential in all
three dimensions [3], i.e.

ROGR.yay koK) = ema1lx-xlazly-y]-as[k-k] (1)

This is a desirable assumption since it simplifies the analysis of the problem to a considerable degree. The
results are valid on most naturally obtained video data that'show ordinary movements in both spatial and
temporal directions. Considering this model for MSS data one proceeds with the correlation measurements
wEich spgc;fy a1,02, and az in {1). These measurements also verify the correctness and the accuracy of the
above model.

Measurements of the spatial correlation of the data reveal that the correlation of the data in the
horizontal and the vertical directions is indeed exponential. However, spectral correlation does not
reduce exponentially by moving across the bands. Indeed various bands show similarities and differences
which are totally different from interframe behavior of other video data encountered in television or in
reconnaissance flights. The following summarizes the statistics of the MSS LANDSAT imagery.

a) Large positive correlation between the red and the green bands.
b) Large positive correlation between the two infrared bands.
c) Small negative correlations between the red and the two infrared bands.

While these correlations apply on the average they do not apply for many particular classes - water being
one counterexample.

Transform Coding

MSS data is three-dimensional, it possesses spectral as well as spatial correlation. Three-dimensional
transform coding methods take advantage of the correlation of the data in all three-dimensions for bandwidth
compression. In this study we will use three-dimensional Fourier, Cosine, Hadamard and Slant transforms.

Delta Modulators and Predictive Coding

. In the class of predictive coding methods only DPCM systems are considered. Delta modulators are not
considered because for bit rates higher than one bit per picture element they require sampling the analog
signal at a higher sampling rate. Besides it has been shown that the performances of delta modulators and
Edaptive delta modulators are suboptimal to the performance of two-dimensional DPCM encoders for image data

8].

In addition to DPCM and transform coding techniques the hybrid encoders that combine transform coding
systems with DPCM encoders have been shown to give good performance for both intra-and inter-frame coding
of television signals [9-10]. These systems as applied to MSS data can be divided in three catagories;

1) Systems that perform a two-dimensional transform of each band of the MSS data
and use a bank of DPCM encoders to process the transformed data across the
individual bands.

2) The systems that take a transform across the spectral bands and use a two-
dimensional DPCM encoder to process the data in the spectrally transformed domain.

3) Systems that follow a transformation in the spectral domain of MSS data by a second
transform in the horizontal direction (scan direction) and a DPCM encoder in the
vertical direction.

The hybrid systems in category (1) are rejected because most multispecral data have a small number of

bands and this does not allow DPCM systems to reach a steady state. In addition small correlation of the
spectral bands and the absence of the Markovian characteristics limit the performance of the DPCM systems.
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Cluster Coding of Multispectral Data

Many important uses of earth resources data rely heavily on the use of computerized classification and
pattern recognition of the multispectral earth resources imagery. For many classification applications
multispectral data is first used to obtain a clustered image. This presents an alternate approach to
compressing the bandwidth of multispectral imagery consisting of classifying the multispectral data on-
board the space vehicle and transmitting only the clustered imagery. The problem with this approach is
that there are many users who are interested in information contained in the individual spectral bands as
well as the classified imagery. For this reason in addition to the classified picture, which contains an
arbitrary number of clusters, additional information should also be transmitted such that individual bands
of the original multispectral data can be reconstructed with an arbitrarily small level of degredation using
the classified imagery and the additional information.

Different approaches to this method of bandwidth compression has been discussed in recent literature
[4,6]. In this study we will discuss the cluster coding algorithm that uses Swain-Fu distance in gener-
ating various clusters.

Coding Methodology

Classification of multispectral data discussed in a previous section is a method of quantization 1in
the spectral domain. That is, a number of picture elements in the measurement domain are represented by a
single point in the four-dimensional space. This is illustrated in Figure  for a two-dimensional space.

spectral data which can be used to reconstruct a quantized form of each individual band. Thus, reduction

of a multispectral image to an image of clusters and centroids for each cluster actually corresponds to
exploiting the spectral correlation of multispectral imagery. The spatial correlation inherent in the
multispectral imagery is preserved, to some extent, in the form of spatial correlation in the classified
imagery. Naturally in addition to spatial correlation of the classified imagery, correlation of the centroids
can be used for further compression of the bandwidth of the multispectral data,

The cluster coding algorithm discussed here uses the following steps for encoding and decoding the
multispectral data.

1. A multispectral image  is divided into blocks of 16 by 16 picture elements in each band.

2. Using all spectral components each block is partitioned into a number of classes. A
clustered image and centroids corresponding to each cluster are the output of this step in
the coding operation. The number of clusters in each block can be fixed or it can be allowed
to vary generating differing numbers of clusters for each block. The Tatter corresponds to an
adaptive bandwidth compression technique that operates at a variable bit rate where the former
could be made to operate at a fixed bit rate. Even when the number of clusters is allowed to
vary from one block to the other the maximum and the minimum number of clusters in each block can
be fixed. This sets a fixed upper-bound and a lower-bound oh the output bit rate which can be
used for a more effective control of a storage buffer that has to be used with any variable-rate
encoder,

3. The receiver reconstructs each block of the multispectral image by generating the individual bands
in each block from the clustered image and the corresponding centroids of those clusters. The
procedure is to examine each point in the clustered image and specify to which class it belongs.
Then individual bands corresponding to the particular picture location are reconstructed by
choosing their values equal to the centroid of that particular class.

The centroids are real numbers. Thus, they must be quantized and encoded. We have used the rather
inefficient (PCM) scheme for coding the centroids for the preliminary results reported here. However, the
ij th block in clustered imagery can be coded using [109201.] binary digits where Cij is the number of

clusters in block indexed by 1, J and [Tog C]+ is the smallest integer larger than log Cis. Using [10920]+
bits for coding the ij th block in the c]agsified imagery is a rather inefficient use 8f Jbinary digits?
Since it does not exploit any part of the spatial correlation in the clustered imagery. Several methods
for efficient coding of the clustered imagery exist. One is using contour tracing combined with statistical
coding algorithms such as Huffman encoding of directionals and gray levels. The other is use of )
differential encoders combined with the statistical coding algorithms. These modifications reduce the bit
rate required for transmitting the clustered image and the centroids and thus correspond to a further
bandwidth compression of the multispectral imagery.

The average hit rate per sample per band Ri' for the ij th block of imagery for the cluster coding
algorithm using PCM transmission of centroids and the clustered imagery is,

+
_ [Tog,C; .1 \ PCys

ij B » @

where 2P is the number of Tevels used in quantizing each centroid component, B is the number of bands and
N¢ is the number of samples in each block.
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Equation (2) shows that the bit rate is directly related to the number of clusters in each block and the
number of levels that one uses for quantization of centroids. 1t is inversely related to the number of
samples in each block and the number of spectral bands in the multispectral data. Since one has to allow

for a large number of clusters in each block to recover the details of multispectral imagery the method
becomes more efficient for a large number of spectral bands.

The idea of dividing the multispectral imagery into blocks of N2 samples and cluster coding each
block is not essential for the coding algorithm. Indeed if one is interested only in a classified image
using the whole image as one block will result in a very efficient encoder using this procedure. However,
to reconstruct details in various pands requires a large number of clusters, which increases the compu-
tational complexity of the system enormousiy. On the other hand using relatively small block sizes detailed
1?formation in various spectral bands can be reconstructed rather accurately using a moderate number of
classes.

Experimental Results

.Simulation of DPCM, transform, hybrid and clustering methods using the criteria discussed 1n,previ0us
sections leads to recommending the following three bandwidth compression techniques for multispectral imagery;

1. A hybrid method using Karhunen-Loeve (KL) transform in the spectral domain followed by a
two-dimensional DPCM encoder.

2. A hybrid method using KL transform in the spectral domain followed by a cosine transform in the
horizontal and a DPCM encoder in the vertical direction.

3. The cluster coding method.

In methods (1) and (2} Haar transform is the most suitable deterministic replacement for the KL transform.
In (2) Hadamard or Slant transform can replace the cosine transform with almost unnoticeable effects on the
performance of the technique. It also was found that eliminating the spectral transformation effects the
performance of methods (1) and (2) by about 1.5dBS, based on the results using the LANDSAT imagery shown

on Figure 3.

In the following the recommended techniques are compared using various criteria of optimality such as
MSE, signal-to-noise ratio, recognition accuracy, and computational complexity. The performance of methods
(1) and (2) is also evaluated in presence of channel noise and a variable rate (Huffman) encoder which
further reduces the output bit rate without effecting the system performance.

Comparison of the Recommended Techniques Based on MSE and Signal-to-Noise Ratio

Figure 4 shows the performance of the three-dimensional hybrid encoder using KL-Cosine transforms with
the DPCM encoder in comparison with the other two recommended bandwidth compression systems using S/N as the
criterion of optimality. One is the system that follows the Karhunen-Loeve Transform in the spectral domain
with a two-dimensional DPCM encoder. The other is the cluster coding technique. It is shown that the
performance of the encoder using KL transformation followed by a two-dimensional DPCM encoder performs
significantly worse than the hybrid encoder (KL-Cosine-DPCM) at low bit rate. However, their performances
are rather similar at higher bit rates (about 2 bits per sample per band). The performance of the cluster
coding method is superior to that of the hybrid encoder at Tow bit rates. However, it gives inferior
results at high bit rates. In this aspect its performance js completely oppositeto that of the KL-2 Dimen-
sional DPCM encoder.

Figure 4 also shows the performance of the hybrid (KL-Cosine—DPCM) and KL-2 Dimensional DPCM encoders
in concatenation with a variable rate encoder. The variable rate encoder is the Huffman encoder which
reduces the output bit rate by assigning shorter code words to more probable output levels and longer code
words to the less probable output levels. The effect of entropy coding on the performance of the KL-Cosine-
DPCM encoder is less than its effect on the performance of KL-2 Dimensional DPCM System. This is because in
KL-Cosine-DPCM System a bank of DPCM modulators are used where the KL-2 Dimensional System uses a single
DPCM modulator. Using a number of DPCM modulators increases the total number.of output symbols, thus re-
ducing the number of times each symbol occurs. This will reduce the effectiveness of the variable-Tength
encoder in reducing the output bit rate. The end result is that the performance of the KL-2 Dimensional
DPCM System improves an average of 25% where the performance of the KL-Cosine-DPCM System improves by about
10%.

Comparison of the Recommended Techniques Based on Recognition Accuracy

Figure 5 shows the performances of the three recommended bandwidth compression methods in "preserving
the classification accuracy of the reconstructed multispectral imagery." Using this criterion the comparative
performance of the KL-2 Dimensional DPCM System and KL-Cosine-DPCM System is basically the same as it was

for using signal-to-noise ratio as the criteria of optimality. This shows a strong correlation between the
signal-to-noise ratio and the classification accuracy.
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Figure 5 also shows the performance of the cluster coding method. The classification accuracy
decreases as a result of increasing the number of clusters in each block up to 16 clusters per block. Then
the classification accuracy increases sharlpy when 32 clusters per block is allowed. This behavior is due
to the fact that the cluster coding algorithm is using a classification procedure on blocks of 16 by 16
samples while classification accuracy is measured using a classification procedure on blocks of 256 by 256
samples. A classification accuracy of 100% results if the block size for measuring the classification
accuracy and the block size in cluster coding methods are the same. The argument for using large block
sizes in classifying multispectral data is not very solid. This depends very much on users and applications
of multispectral imagery. Large block sizes are Tikely to be used in applications where one is only inter-
ested in a limited number of objects in a Targe segment of imagery, as in hydrology and urban planning.

For this application the imagery obtained using cluster coding algorithm has a rather poor classification
accuracy compared to the other two recommended bandwidth compression algorithms.

Comparison of the Recommended Techniques Based on System Complexity

The implementational complexity of the selected bandwidth compression techniques is summarized in
Table 1. The results are in terms of the number of computations and memory per picture element. This table
also shows typical numbers for 4 channel data and the block sizes used in simulating the compression methods.
A detailed analysis of the complexity of the cluster coding method is not performed. But based on the
computer time required for compressing the bandwidth of the representative LANDSAT data using this system
and comparing it with the computer time required in simulating the KL-2 Dimensional DPCM encoder, it was
concluded that the cluster coding algorithm is about one order of magnitude more complicated.

Comparison of the Recommended Techniques Based on Channel Noise and Sensor Effects

Figure 6 shows the reduction in the signal-to-noise ratio and the classification accuracy which is
caused by introduction of a Roisy chgnne]. The results refer to a binary symmetric channel with bit-
error rates ranging form 10=% to 104, Both algorithms degrade significantly at higher bit-error rates.
The system using the KL-2 Dimensional encoder has greater degredation. Figure 7 shows the reconstructed
form of band 3 of the LANDSAT data after bandwidth compression using Haar - 2 Dimensional DPCM encoder at
bit error rates of 10-3 and 10~4. The propagation of the channel error is clearly visible for bit-error
rate of 10-3. However, this is less significant than the effect of channel error for a simple two-
dimensional DPCM system. This is because the recommended system using Haar - 2 Dimensional DPCM encoder
utilizes the two-dimensional DPCM encoder in the spatial domain., The signal at the receiver of the two-
dimensional DPCM system is then transformed by the inverse of the Haar transform to reconstruct multi-
spectral data. The total effect of the inverse Haar transform at the receiver is to distribute the channel
error(and its propagation)among all spectral bands. Although this leaves the total error unchanged, it
distributes the channel error among all spectral bands thus making it less objectionable to the human
vision,

The sensor imperfections affect the correlation of the data which in turn affects the performance of
the bandwidth compression techniques. Analytical results show that ‘this effect is minimal.

Conclusions
The following are the major conclusions of the study

(1) Fixed rate encoders give excellent quality for the reconstructed imagery at 4 to 1 compression
ratio. This compression ratio is increased to 6 to 1 by making the system operate at a variable rate by
adding a Huffman encoder to the system. At this compression ratio the method using Haar 2 Dimensional DPCM
system has a signal-to-noise ratio better than 35dBS, a classification accuracy better than 91% and gives
reconstructed imagery which are almost indistinguishable from the originals.

(2) At a fixed bit rate and a compression ratio of 8 to 1 the Haar-Cosine-DPCM system gives
acceptable results. This corresponds to signal-to-noise ratio of better than 31dBS, recognition accuracy
of better than 82% and slightly degraded imagery.

(3) Cluster coding methods can be used to obtain a compression ratio of 12 to 1 which corresponds to
a signal-to-noise ratio of better than 29dBS, recognition accuracy of larger than 71% and possibly accep-
table reconstructed imagery.

(4) Compression ratios of 16 to 1 and higher correspond to noticeably degraded imagery which are
only acceptable for some users.

(5) The effect of the sensor imperfection on the performance of the candidate bandwidth compression
methods was minimal. Therefore, it had minimal impact on the choice of the recommended techniques.

2 (6) Channel error effects are minimal for transform and DPCM systems for bit error rates less than
107,
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REAL TIME TELEVISION IMAGE BANDWIDTH REDUCTION
USING CHARGE TRANSFER DEVICES

H. J. Whitehouse
R. W. Means
E. H. Wrench

Abstract

Recent advances in analog semiconductor technology have made possible the direct sensing and processing of television images. By
combining a charge transfer device (CTD) imager and a CTD transversal filter, real time image sensing and encoding have been achieved
with low power integrated circuits so that digital transmission and bit rate reduction are made possible using differential pulse code
modulation (DPCM). Good mean square error performance and freedom from DPCM artifacts are possible in a hybrid intraframe image
encoder. The hybrid transform encoder performs a discrete cosine transform (DCT) on each line of the television image as it is scanned.
This compacts the variance into low frequency coefficients and the DPCM encodes the corresponding DCT coefficients between successive
lines. Computer simulation of this hybrid coding technique has shown good performance on 256 x 256 pixel images at 0.5 bits/pixel
and channel bit error rates of 10~2. An experimental system using a low resolution General Electric 100 x 100 charge injection device
camera and a Texas Instruments bucket brigade transversal filter as part of the DCT processor has been constructed and provides good
low resolution image quality at 1 bit/pixel and bit error rates of 1073, A high resolution vidicon compatible system is also being
constructed.

Introduction

Unitary transforms for image encoding have been used for intraframe encoding.(l) {n addition, these techniques may also be
applied to interframe and multispectral encoding. However, all unitary transformations are information preserving and no bandwidth
reduction results from the application of the transform to the image. Instead, the transforms redistribute the variance associated with
each picture element (pixel) so that subsequent to the transform, basis restricting operations on the transform coefficients will result in
bandwidth reduction. Upon reconstruction of the original image from the basis restricted transform coefficients, a degraded version of the
original image can be obtained. Unfortunately, the interrelationship between the type of transform, the form of the noninvertible oper-
ation, and the type of degradation in the reconstructed image is very complicated and subjective. The universally used analytic criterion
of the mean-square-error is, at present, the best compromise technique for transform comparison.

For the particular operation of basis restriction by truncation, a particularly simple interpretation of the bandwidth reduction can
be made. The transforms may be viewed as a variance redistributing operation that approximately decorrelates the transform coefficients
while transforming the variance associated with each picture element into the low-order coefficients of the transform. Under the assump-
tion that each set of picture elements can be considered as a sample function from a wide sense stationary random process with correlation
function r|7], there exists an optimum discrete transformation, the Karhunen-Loeve transformation, which totally decorrelates the trans-
form coefficients and maximally compacts the variance to the low-order coefficients. All other transformations can be compared in their
performance by comparing their transform coefficient decorrelation and variance compaction with this optimum transformation.

This intuitive interpretation can be made rigorous through the use of the rate-distortion criterion.(2: 3) 1t has been found from
experience that the closer the eigenvectors of the transformation are to the eigenvectors of the optimum Karhunen-Loeve transformation
the greater the variance is compacted and the more the coefficients can be truncated while maintaining a fixed rate distortion or mean-

square-error.

Transform Encoding

Karhunen-Loeve Transformation

Tf 2 continuous time function of zero mean and autocorrelation function R(7) = e'o‘“" is considered to be a sample function from a
wide-sense stationary random process, then this time function can be explicitly expanded by the Karhunen-Loeve expansion(4) and the
resulting coefficients will be uncorrelated. Fora discrete function of zero mean and autocorrelation function R(7) = 17|, which may be
considered as a sample function from a first-order Markov process, a similar discrete Karhunen-Loeve transformation may be defined.(5)
This transformation diagonalizes the covariance matrix and is optimal in the mean-square-error sense for a restricted set of basic functions
that do not span the complete space.

The discrete Karhunen-Loeve expansion is given by(5) for the case N =2m as

2m
Gy= X, ——— sin {wp [k-CGm+ 1] rom/2 | gy
n=1 2m '|')\n
k=1,2,...,2m M
where
2 _ 1-12
A2 = . @

l-2rcosw,tr
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and w,, are the first N positive roots of

-(1 —r2) sin w

tan 2 =
an 2mw )

3)
(cos w =21 + 1 cos W)

Since the discrete Karhunen-Loeve expansion involves both the solution of a transcendental equation and the evaluation of the auto-
correlation function of the data to be transformed, real time computation of this transform is quite complex. However, Habibi and
Wintz(1) have shown that Karhunen-Loeve transformations calculated using approximate autocorrelation functions are satisfactory for
many applications.

Discrete Fourier Transform

Since the discrete Fourier transform is asymptotic to the Karhunen-Loeve transformation(6) for the exponential covariance function
and the basis vectors are picture independent, the Fourier transform represents a logical choice for real time implementation. The Fourier
transform exists for all data lengths N. This is defined by

N-1
G=2, kN g x=0,1,.. . N-1 )
n=0

Discrete Cosine Transform

Two different types of discrete cosine transform (DCT) are useful for reduced redundancy television image transmission, Both are
obtained by extending the length N data block to have even symmetry, taking the discrete Fourier transform (DFT) of the extended data
block, and saving N terms of the resulting DFT. Since the DFT of a real even sequence is a real even sequence, either DCT is its own in-
verse if a normalized DFT is used.

The “Odd DCT” (ODCT) extends the length N data block to length 2N - 1, with the middle point of the extended block as a center
of even symmetry. The “Even DCT” (EDCT) extends the length N data block to length 2N, with a center of even symmetry located be-
tween the two points nearest the middle. For example, the odd length extension of the sequence A B CisCB A B C, and even length is
CB A A BC. Inboth cases, the symmetrization eliminates the jumps in the periodic extension of the data block which would occur if
one edge of the data block had a high value and the other edge had a low value; in effect, it performs a sort of smoothing operation with
1o loss of information. It will be noted that the terms “odd” and “even” in ODCT and EDCT refer only to the extended data block —
in both cases the extended data block has even symmetry.

Let the data sequence be gg, 81, - - -, gN-] The ODCT of g is defined as
N-1 —i2wnk
Gy = Z gne2N—l fork=0,1,...,N-1 5)
n=-(N-1)
where
g_n=gnf0rn=0,l,..,N—1. (6)

By straightforward substitution it may be shown that

N-1 -i2mnk
Ge=2Re . e 7! %)
n=0
where §'is defined by equation (8).
0.5gp,n=0
T 8)
gpn=1,...,N-1
The EDCT of g is defined by equation (9), where the extended sequence is defined by equation (10).
-irk  N-1 -i2wnk
Ge=e NS ge N fork=0,1,...,N-1 )
n=-N
8.1 -n =8y forn=0,1,...,N-1 (10)
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If the mutually complex conjugate terms in equation (9) are combined, then equation (11) results. Equation (11) may be viewed as
an alternate way of defining the EDCT.

‘ —-imk N-1 -i2mnk

-2 2N

Gk=2Rele-N Z g, € ’
n=0

N-1

_ 2r(n+ 0.5k

=2 ZO gncos [—T] (11)
n=

Ahmed(7) has investigated the use of the EDCT as a substitute for the Karhunen-Loeve transform and finds that it is superior to the
Fourier transform and is comparable to the Karhunen-Loeve (K-L) in rate-distortion performance while maintaining the computation
simplicity of a transform which does not depend on the picture statistics. Habibi(8) has shown by simulation that the DCT is equivalent
in a mean-square-error sense to the K-L transform under basis restriction.

Hybrid Transforms

Mixed transforms can be used either for intraframe encoding or interframe encoding depending on the available memory and the
type of transforms implemented. In order for a mixed transform to be competitive with one of the conventional two-dimensional trans-
forms, it must offer either superior performance or simplicity of implementation. Of the transforms examined the odd length cosine
transform is competitive in performance since it can be implemented as the real part of a CZT and since the transform samples are real
and are the samples of an autocorrelation function which may then be extrapolated by well-known techniques. In simulations of trans-
form performance, the cosine transform has been shown to closely approximate the behavior of the Karhunen-Loeve transform.,

The benefits of mixed transformation implementation and minimum memory may be achieved for digital transmission by combining
a one- or two-dimensional unitary transform with generalized DPCM in a hybrid system. The basis of operation of the hybrid transform
is that the unitary transform decorrelates the image within its constraints of transform type, dimensionality, and block size, while the
generalized DPCM removes the correlation between transform blocks. This hybrid system is particularly attractive for remote sensor
application since it has been found that its performance is approximately as good as the Karhunen-Loeve transform and its implementation
requires minimum memory.(g)

Implementation

Computational Modules

‘A linear transform on sampled data of finite extent may be viewed as the multiplication of a vector by a matrix. Multiplication by
diagonal, circulant, or Toeplitz matrices may be accomplished rapidly with simple computational hardware modules. Multiplication by
an N X N diagonal matrix requires only a scalar multiplier and a memory containing N values to provide serial access to the reference
function. Multiplication by an N X N Toeplitz matrix corresponds to a convolution and may be performed using a transversal filter
having 2N-1 taps. Multiplication by an N X N circulant is a special case of multiplication by N X N Toeplitz matrix in which the length
of the transversal filter may be reduced to N taps if the data block is recirculated through the filter or reread into the filter from a-buffer
memory.

One-Dimensional DFT

Linear filters have been used for many years for the calculation of the power spectra of continuous signals. One of the earliest
methods used a bank of wave filters to measure the spectra in fractional octave bands for telephone network equalization.(9) However,
when increased resolution was required the number of filters rapidly become unmanageable. An alternative which overcame the difficulty
of a large number of filters each with small time-bandwidth product was to substitute one linear fm (chirp) filter with large time-bandwidth
product and to employ matched filtering. In this system the signal to be analyzed is used to single sideband (SSB) modulate a locally
generated chirp signal and the composite modulated signal is filtered in a chirp delay line matched filter. Each component of the input
signal spectrum shifts the locally generated chirp to a different position in the spectrum after SSB modulation and these shifted chirps
then correlate with the reference signal represented as the impulse response of the matched filter at different times. Thus the output
signal amplitude-time history reflects the amplitude-frequency composition of the input signal.

Bleustein(10) recognized that the discrete Fourier transform (DFT) of sampled data was amenable to a similar interpretation. In
addition to just calculating the magnitude of the Fourier transform, linear filters could calculate the phase and thus all of the operations
such a cross convolution and a cross correlation could be calculated. This technique came to be called the chirp-Z transform (CZT) and
can be applied to other problems besides just the calculation of the DFT.(11) Prior to these developments, digital computation of the
DFT had been significantly improved by the use of a special algorithm called the fast Fourier transform (FFT) which was described by
Cooley and Turkey.(lz) The FFT algorithm gained rapid popularity in signal processing since it allowed the calculation of the DFT to
be done using significantly fewer machine operations (multiplications) than direct evaluation.

By direct inspection it is observed that, if symmetries of the function exp jw2nm/N are not exploited, then the number of complex
multiplications required will be N2 corresponding to N multiplications for each frequency component evaluated. Even on high speed
digital computers this can become the limiting consideration in signal processing applications. The advantage of the FFT algorithm is
that for highly composite values of the DFT size N the number of multiplications is proportional to N logoN.

Although the FFT has been successful in substantially reducing the computing time and cost of using general purpose digital com-
puters it has several disadvantages for special purpose real time computation. At high throughput rates which are required for real time
image processing the processor either must operate logyN times faster than the data rate or pipeline structures which use distributed
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memory and logyN multipliers must be used. In addition, the internal arithmetic of the FFT processor must be done at increased preci-
sion in order to compensate for the multiple round off errors introduced by the successive stages in the FFT processor. Although these
difficulties can be overcome, it is not always possible to arrange the computation in a form where the size of the transform is highly
composite. For the above reasons and because of the difficulty of obtaining small, low power, fast analog to digital converters, linear
transversal filter implementations of the chirp-Z-transform are attractive(13) rather than the previous CZT implementation which used
an FFT to perform the required convolution.

The DET may be easily reduced to the form suitable for linear filtering by the substitution

2nm =n? - (n - m)2 + m? (12)

which changes a product of variables into a difference so that

N-1
. (o) 2 2
Gm=e'1‘"m2/N Z oT(n-m) /N g-jmn“/N By (13)
n=0

This form is seen to be equivalent to factoring the Fourier matrix F into the product of three matrices
F=DTD (14)

where D is a diagonal matrix with elements d,,, = exp (—jﬂn2/N) and T is a Toeplitz matrix with elements t,, = exp (m(n - m)2/N).

The CZT algorithm is easily implemented by transversal filter techniques. In this case the DFT is computed by premultiplication
by a discrete chirp, convolution with a discrete chirp, and postmultiplication by a discrete chirp. Figure 1 shows this configuration.
However, it must be remembered that both the multiplications and convolutions are complex and a suitable representation of the com-
plex numbers must be used. One representation is by real and imaginary part. Figure 2 shows the DFT organized as a CZT and imple-
mented with parallel conputation of the real and imaginary parts. In Figure 2 the input signal is represented as g = gR * gy and the out-
put signal is represented as G = G +jGI, where it is understood thatg =g, n= 0,...N-landG=G, n= 0,...,N-1

In order to determine the specific form of the transversal filters it is necessary to know the specific value of N, W}ien N is odd the
Toeplitz matrix T may be represented as a transversal filter with 2N ~ 1 complex taps h_(N_l)to hy_q where hy, = wn 12,4 = -(N-1)
to N-1), and W = exp (<2n/N). The required convolution has been implemented with the general transversal filter shown in Figure 3.

When N is even, it can be shown tha Tn,m = TN+n, m Where the subscripts are reduced mod N, Thus T is a circulant matrix and
can be implemented with a recirculating transversal filter as shown in Figure 4 where the number of complex taps is N and the tap weights

2
are: hy =W 2 h=0,...,N-1.

Charge Coupled Devices

CCDs are sampled data analog circuits which can be fabricated by Metal Oxide Semiconductor (MOS) technology as LSI compo-
nents.(14) As such they are directly compatible with other MOS circuits. Current CCD transversal filters have operated as video devices
with sample rates up to 5 MHz. CCDs operate by the manipulation of injected minority carriers in potential wells under MOS capacitors
and thus behave as capacitive reactances with low power dissipation. However, since the potential wells which contain the minority car-
riers also attract thermally generated minority carriers, there is a maximum storage time for the analog signal which depends on the dark
current associated with the temperature of the silicon. Undet normal conditions at room temperature, dark currents are tens of nAmps/
cm= and storage times of hundreds of milliseconds can be achieved.

There are many ways in which unidirectional charge transfer can be achieved. The first developed was a three-phase clocking struc-
ture which is illustrated in the transversal filter of Figure 5. The three electrode CCD structure is planar, much like the SAW devices, and
the direction of charge propagation is determined by the sequence of potentials applied to the three electrodes. Unfortunately, if the
minority carriers are allowed to collect at the semiconductor-oxide boundary, poor charge transfer efficiency will result due to minority
carriers getting caught in trapping sites. This means that the CCD will behave nonlinearly unless there is sufficient propagating charge
present to fill all of the traps. By biasing the operating condition of the CCD so that about 10% of the dynamic range is used for the
injection of a “fat zero,” the traps are kept continuously filled and the device has over a 60 dB dynamic range. In practice, a video signal
representing the signal to be processed is added to a fixed bias somewhat larger than one-half of the peak-to-peak value of the signal.
Since the effective storage time of the device is long relative to the time required to execute a convolution, CCDs can be considered to be

g *  GmmZ/N

Q

e-jnmz/N e-j7rn2/N

* Denotes cither convolution or circular convolution

Figure 1. Chirp-Z Transform Implementation of the DFT
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CONVOLUTIONS
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Figure 2. DFT Via CZT Algorithm with Parallel Implementation
of Complex Arithmetic
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Figure 4. Circular Convolution
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Figure 5. Schematic of the Sampling, Weighting, and Summing Operation

interruptible signal processors and as such are more compatible with the executive control required for signal processing. A 64 point CCD
filter with discrete cosine transform sine and cosine chirps is shown in Figure 6. This chip was developed by Texas Instruments for the
Naval Undersea Center for image processing. In addition to the four DCT filters, four DFT filters, a Hilbert transform and other experi-
mental signal processing functions were also implemented.

Current research in CCDs is directed toward improving the charge transfer efficiency and removing the requirement of continuous
“fat zero” charge injection by ion implantation techniques which keep the minority carriers away from the semiconductor oxide bound-
ary. lon implantation is also being used to provide asymmetric potential wells so that simpler two-phase clocking can be employed. Cur-
rently available CCDs have 500 stages with 0.9999 transfer efficiency and devices with up to 2000 stages are planned.

Another charge transfer device similar to the CCD is the Bucket Brigade Device (BBD). This is a sequence of MOS transistors coupled
together by diffusion enhanced Miller capacitance. Although these devices do not operate at frequencies as high as CCDs, they have
better low frequency performance since they include active devices. A CZT has been implemented with two BBD chips. Two 200 tap
filters are implemented on each chip: one a discrete cosine and the other a discrete sine filter. The BBD chip is shown in Figure 7. The
complex chirp used in the premultiplier and a typical input and output are shown in Figure 8. The input is an offset cosine wave and the
output shows a D.C. component plus a response at the cosine wave frequency. These filters can operate at 100 kHz and have tap accura-
cies better than 1%. With careful control of geometry, both BBD and CCD fitters with tap accuracies approaching 0.1% should be possible.
This chip was also developed by Texas Instruments for the Naval Undersea Center.
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Figure 6. 64 Point CCD Filters
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Figure 7. Bucket Brigade Chirp Filters
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Figure 8. BBD Performance
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Discrete Cosine Transform

Let the data sequence be gg, g1, - - - -1 The ODCT of g is defined in (5) as
N-1 —2mnk
Gy = Z gneZN'l fork=0,1,...,N-1 )
n=4N-1)

The identity (15) may be used to obtain the CZT form of the ODCT shown in equation (16).

2nk=n2 +k2 - (n -k)2 (15)
k2 Nop  imnZ jm(nk)?2
_ IN- —
Gy =2R, 2N S JIN-1 gne2N1 (16)
n=0

The block diagram of the ODCT is shown in Figure 9. Since only real inputs and outputs are required, a simplified implementation is
possible and is shown in Figure 10,

A corresponding implementation may be found for the EDCT. The EDCT of g is defined by equation (9), where the extended se-
quence is defined by equation (10).

STk N-1 -i2nnk

Ge=e N > gie ™ fork=0,1,....N-1 )
n:—
g n=8y forn=0,1,... ,N-1 (10)
Oy— X * gimm® /(2N - 1) | Re |—8—Gp,
g2 /(2N — 1) o-iTm?/(2N 1)
AN-N<sm<(N-1)
o<n<(N-1) o<m<(N-1

Figure 9. ODCT Block Diagram

CHARGE TRANSFER
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cos n? /(2N - 1) cos Tm? /(2N - 1)
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sin Mm% (2N - 1)
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sin am¥(2N - 1)
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-sin 7n? /(2N - 1} ~sin 7m? /(2N - 1)

Figure 10. ODCT Expanded Block Diagram
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If the mutually complex terms above are combined and the identity (15) used the CZT form of the EDCT becomes

Sk k2 ) 4mn?  jm(n-k)?
Ge=2Reqe ™ N 3 g N . N an
n=0

Simultaneous Computation of the DFT and the DCT

The close relationship between the DFT and the DCT permits the use of common modules to simultaneously compute both trans-
forms. This may be accomplished most simply when an EDCT is computed using DFT modules. The sum in the EDCT defining equation
(17) may be interpreted as a length 2N DFT of the extension of the function g by N zeros. This leads to the configuration shown in
Figure 11. Alternatively, if the odd and even frequencies in the zero-filled DFT are considered separately, they may be computed using
length N DFT modules as shown in Figure 12.

System Descriptions

Two hybrid DCT/DPCM bandwidth reduction systems have been selected for construction and evaluation. A block diagram of the
systems is shown in Figure 13. The first uses a slow scan image sensor and a Bucket Brigade Device (BBD) transform implementation.
The second uses an ordinary vidicon sensor and a Charged Coupled Device (CCD) transform implementation.

In the BBD system a 100 x 100 pixel solid state sensor is used. The nominal horizontal line scan time is one millisecond. The
nominal frame rate is 10 frames per second which can be displayed without flicker through the use of a scan converter. The 1 millisecond
line scan time was chosen in order to match the sensor to the BBD filter which operates at a clock rate of 100 kHz with good charge trans-
fer efficiency. At 10 frames per second, image motion should be reproduced well enough for many applications, even though some pic-
ture detail is lost because of the low spatial sampling afforded by the 100 x 100 pixel format. Minimum overall bit rate is achieved by a
combination of zonal filtering and variable bit assignment with low spatial frequencies assigned more bits of quantization than high spatial
frequencies.(1)

The second bandwidth reduction system is compatible with a standard vidicon camera. It uses CCD filters for the cosine transform
which will operate at 4.8 MHz sampling rate with a block size of 32 pixels. Compatibility with standard television format is maintained

DF T, OUTPUT
0...0,9yq -85 95— DF TN —L—b RE [~ EDCT OUTPUT

exp (T /N)

Figure 11. Computation of the DFT and EDCT Using a Single Length 2N DFT Module
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Figure 12. Computation of the DFT and EDCT Using Two Length N DFT Modules
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Figure 13. Image Transmission System
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in as many aspects as possible. If the interlace field is used directly as the input to the transform hardware, a resolution of approximately
240 lines by 236 pixels is possible at 60 fields/sec. This is equivalent to a video bandwidth slightly less than 2.5 MHz. Computer simula-
tion of this system is shown in Figure 14 for 1 bit pixel. P is the channel bit error rate.

The implementation of selected transforms via transversal filters was proposed at the All Applications Digital Computer Conference.(13)
The computation of the discrete Fourier transform has been demonstrated using surface wave devices.(15). The discrete cosine transform
has been demonstrated using bucket brigade devices.

The DCT implementation block diagram is shown in Figure 10. The convolutions are performed in both television systems by charge
transfer devices built by Texas Instruments. The multiplications are performed by conventional circuitry. The reference functions used
in the pre- and post-multiply can be stored in a real only memory.

Figure 15 is the implementation block diagram for the DPCM part of the system. The memory is a line store which is used as the pre-
dictive element in the DPCM. The cosine transform coefficients stored in the memory are subtracted from the new transform coefficients
as they enter the DPCM. The difference is quantized and transmitted with a selectable number of bits per coefficient, the number being
a function of the assumed variance of the coefficient. The difference coefficients are then added to the previous line coefficients to create
the predictive element for the next line.

The BBD slow scan system is shown in Figure 16. It consists of a discrete cosine transform, a DPCM, a channel simulator in which
bit errors can be injected, an inverse DPCM, and an inverse DCT. The system is built on eight wire wrapped boards. A blow-up of one is
shown in Figure 17. The two chips in the center are the BBD devices. System performance is illustrated in Figure 18 at 2 bits/pixel.
Because the original picture has only 100 x 100 pixels, adjacent pixels are not as well correlated as in the 256 x 256 simulation and band-
width compression algorithms do not work as well. The system performance at one bit per pixel is shown in Figure 19. Results from the
CCD high resolution system are not yet available.

Figure 14. Computer Simulation of CCD System
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Figure 15. DPCM Encoder
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Figure 16. BBD System Figure 17. BBD Board
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Figure 18. BBD System Performance

1 bit/pixel P=0 1 bit/pixel P=1073.

Figure 19. BBD System Performance
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Conclusion
The use of an intraframe hybrid transformation composed of a horizontal unitary discrete cosine transform and a vertical first-order
DPCM has been shown through simulation to have performance closely approximating that of a two-dimensional Karhenun-Loeve trans-

form. This hybrid transform has been computed in real time with minimum complexity and memory through the use of LSI bucket
brigade or charge coupled devices and conventional digital DPCM implementation.
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THE TECHNOLOGY OF CHARGE-COUPLED DEVICES
FOR VIDEQO BANDWIDTH REDUCTION

D. D. Buss, R, W. Brodersen, C.R. Hewes
and A. F. Tasch, Jr.
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Dallas, Texas 75222

Abstract

Charge-coupled devices (CCD's) are analog sampled-data delay lines which can be used
to implement many of the filtering functions required for transform encoding in video
bandwidth reduction. The CCD transversal filter is a fundamental building block which is
particularly cost effective in terms of it's simplicity and versatility. In particular
it can be used to perform the Fourier transform of video signals by means of the chirp
z-transform (CZT) algorithm. CCD's have performance limitations compared to digital
filters, but for applications which fall within their performance ranges, CCD's offer
advantages of lower cost, smaller size, lighter weight, lower power and improved reli-
ability over digital filters.

I. Introduction

Charge-coupied devices (CCD's) are ideally suited to the implementation of many of
the sampled-date filtering functions which are required for transform encoding of video
images for bandwidth reduction. An example of the appljcation of CCD's to video band-
width reduction will be described in a subsequent paper'. It is the purpose of this
paper to review CCD filtering technology as it applies to this Important problem,

CCD's have performance limitations compared to digital filters, but for applications
which fall within their performance ranges, CCD's offer advantages of lower cost, smaller
size, lighter weight, lower power and improved reliability over digital filters. In a
sense CCD filters combine the best features of analog and digital implementations: time
delays are precisely controlled by a master clock, but digitizing is eliminated.

The CCD transversal filter is a fundamental building block which is particularly cost
effective In terms of its simplicity and versatility. 1In Section |l the design, operation,
and performance limitations of CCD transversal filters will be described and some examples
will be given.

CCD's can be combined with other M0OS circuitry to achieve complex signal processing
functions. By combining CCD transversal filters with MOS multipliers, the chirp z-trans-
form (C2T) algorithm for discrete Fourier transform (DFT) can be realized. The CCD CZT
is an important function for video bandwidth reduction and will be described in Section
[N

I, CCD Transversal Filters

The block diagram of a CCD transversal filter is given in Figure 1. 1t consists of
M delay stages, D, together with circuitry for performing the weighted summation of
node voltages Vik- Each delay stage consists of p transfer electrodes in a p~phase CCD.
The filter is sampled and clocked at clock frequency f and the z-transform character-

’
istic H(z) is given by ¢

H(z) = g h, z~K (1)

where h,, k=1, M are the weighting coefficients and z is related to frequency f through
the relation

z= exp [inF/Fc] (2)

Filter Design

The CCD transversal filter is an important component primarily because the weightipg
and summing circuitry is quite simple. Using the split electrode weighting technique,
a CCD delay line can be made Into a transversal filter by splitting one of the electrodes
in each delay stage and putting a differential current integrator {(DCI1) in the clock line
as shown schematically in Figure 2.
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In Figure 2 the signal charges are sampled on the B, clock electrodes. As charge
transfers from the kt ﬂz electrode to the kt ¢3 elect;ode, the current which flows to
the kth g, electrode line consists of a part which would flow if no signal charge were
present p?us a part approximately equal! to the signal charge. Therefore the signal charge
can be determined by integrating the current flowing tothe #, electrode during charge
transfer. Weighting is performed by splitting the B, electrdode and integrating separately
the current flowing to each portion., A weighting coéfficient of zero corresponds to a
split in the center of the electrode, and positive and negative h, are achieved by
appropriately proportioning the charge between g5 and ﬂ;'z The summation is achieved by
connecting together the #4Y electrode and the ﬂf% electrddes as shown in Figure 2(b) and
the filter output is obtained by Integrating and differencing the ﬂf” and ﬂf' clock Tine
currents in the output DCI! as shown.

The_split electrode technique was first developed for use thh gu%kgt-brigade devices
(BBD's)3 and has been widely used for both CCD and BBD filters. 22,0,7,8,9  The design
techniques are further described in References 2 and 9.

Limitations

CCD transversal filters have a number of important performance limitations, each of
which wil]l be discussed.

Maximum clock rate. In spite of the fact that CCD's have been operated at clock
frequencies in excess of 100 MHz, 0 practical CCD transversal filters are limited to
20 MHz or less . This limitation resuits from the non-CCD electronics (clock drivers,
summing and weighting circuitry etc.) but s no less of a limitation because of that.

Minimum clock rate. The slowest that a CCD can be clocked depends upon thermal
leakage. An M-stage CCD clocked at frequency f. is required to hold charge for a total
delay time Ty = M/f.. The CCD gradually loses its ability to hold signals, however, due
to thermal leakage, and the potential wells are completely filled within the storage time

tg which is typically ts= 50 sec. at room temperature. The minimum clock frequency is
therefore determined by the requirement that Tyg<<tg. Delay times of up to Tg = 1 sec.
are feasible at room temperature. However, leakage current increases by a factor of

two for each 8°C increase in temperature, and the minimum clock frequency increases
correspondingly.

Charge transfer loss. Transfer of charge from one electrode to the next is not
perfect and each time charge transfers a fraction a is left behind., For a p-phase
CCD, the loss per delay stage Is

C= pa (3)

and the z-transform characteristic of each delay stage becomes

Hp(2) = (—1‘—-}%-1)z" (4)
X 271 exp[ -€ (1-z=1)] (5)

A filter characteristic such as that given in equation (1) is therefore modified by charge
transfer loss to

m - k
HE(z) = = hk(}—_-—c-z—n) z-k (6)
k=1

One way11 of viewing this result of non-zero € is to take the ideal transfer function
H! (f) and replace f by

(7 .
' o= f o+ 7ﬁ% {sin (2nf/F.) - i [1 - cos (an/fc)]} (7)
A scaling of the frequency axis results from the real part of f', and an attenuation of

the frequency response results from the imaginary part.

Another way12 of viewing the effect of non-zero € is to move all the zeros zy (and
poles of the filter is recursive) of the filter to new position given by

7z =€+ (1 -€) z, (8)
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For example, a bandpass filter having passband at fo = fclh has zeros on the unit circle
as shown in Figure 3. The effect of non-zero € is to shift the circle to the right by €
and decrease its radius by €. Geometric analysis of Figure 3 indicates that the principle
features of the bandpass frequency response can be approximated by

HE(F) = H(F + af) A(F) (9)
where the frequency shift Af is given by

f .
AF =€2—_’-TL' sin (Zﬂf/fc) (10)

and the envelope function A(f) which attenuates the local maxima is given to first order
in M by

A(f) = 1 - l%'[l - cos (2wf/fc)] (11)

The loss parameter€ is typically on the order of € 10°% and typical filtering appli-
cations require ME £ .1. Thus, filters having up to M = 103 stages are possible without
resorting to the complication of multiplexing.

Linearity. Design techniques exist for inguting electronic charge q, into a CCD with
good linearity between g, and input voltage.1 However, the split electrode output
circuitry does not sense G, but rather 9dg = dn + qp where q is the depletion tayer bulk
charge. Therefore, for filters using the split electrode output, the input should be
designed so that the total charge q; is proportional to the input signal. A further
discussion of filter linearity is found in Reference (9).

Noise. Noise in CCD transversal filters has two sources (1) noise within the CCD
itself and (2) noise associated with the DCi. The CCD Is inherently a low noise device1h
especially if buried channel CCD filters are used. In addition, the weighted summation
performed within the filter gives processing gain against CCD noise in much the same way
as it does against input noise. On the other hand, DCIl noise 1is added after the weighted
summation, and for this reason it usually dominates filter noise.

The principal sources of DCI noise are (1) kTC noise‘“ on the split electrode clock
lines and (2) voltage amplifier noise. Filters tested to date have been limited by
voltage amplifier noise. However, by improving the amplifiers, 80 dB dynamic range
should be achievable.

Weighting Coefficient Error. Error in the weighting coefficients is an important
limitation of CCD transversal filters for spectral analysis applications because it
limits the out-of-band rejection or sidelobe suppression which can be achieved. Errors

result from; stepping quantization error in photomask generation, photomask misalignment,
non-uniform etching of the split electrodes, non-uniform oxide thickness, and non-uniform
substrate resistivity. All of there errors can be reduced by making wide CCD channels

at the expense of larger size and higher clock line capacitance. Filters made to date
with 5 mil, wide channels have weighting coefficient error on the order of .5%.-

If the weighting coeffjcients h, , k = 1, M each have error g, k = 1, M. The ideal
frequency characteristic H'(f) has added to it an error AH(f) given by

m .
AH(F) = % Epe i2mkf/f,

k=1
Since the g are not known, it is convenient to treat them as random variables. The
assumption of statistical Tndepengence applies to stepping quantization error, and gives
the result for bandpass filters 1

(12)

Airps ~ 28 ms
(13)

H'(fo) = \FT W

where W is the average value of window function used to weight the filter. As an

example, consider a 500-stage bandpass filter whichis characterized by M = 500, W = .5,
and Erms, = -005. E (13) predicts that the rms frequency response error due to weighting
coefficient error is 60 dB below the amplitude of the response in the passband. Weighting

coefficient error is considered in further detail in References (9) and (16).
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Exameles

The frequency response of a 500-stage CCD bandpass filter is shown in Figure 4, The
weighting coefficients are of the form

hy = W sin(%F) k = 1,500 (14)
where
W = 0.5k + .46 cos [2m(k - 250)/500] (15)
the 3 dB bandwidth is
Af

—— = ,011 (16)

fo
and the highest sidelobes are -41 dB compared to -42.8 dB for the ideal case. The char-
acteristics of this filter are described further in Reference (9).

Figure 5 shows the impulse response and correlation response of a 100-stage cco
filter matched to a pseudorandom pn sequence code. The highest time sidelobe is 16 dB
below the correlation peak.

111. CCDb Chirp z-Transform

The chirp z-transform (C2T) is an algorithm for performing the discrete fourier
transform {DFT) in which the bulk of the computation is performed is a chirp tran;vegsal
filter, and for this reason it is particularly attractive for CCD implementation.1 )1

N-1 .
X, = % xne-|2wnk/N (17)
n=0
and using the substitution
2nk = n? + k2 - (n - k)2 (18)
the following equation results:
. N-1 . 2 . - 2
Xk - e-|nk2/N T (fne-lnn /N) elﬂ(k n)Y</N (19)
n=0

This equation has been factored to emphasize the three operations which make up the

CZT algorithm; premultiplication by a chirp, filtering in a chirp transversal filter and
postmultiplication by a chirp. When only the power density spectrum is required, the
postmultiplication by e-ink2/N can be eliminated, and a block diagram of the circuit
implementation is gliven in Figure 6.

The 200-stage BBD filters shown in Figure 7 were the first charge transfer devices
used to demonstrate the CZT concept.1 The welghting coefficients are samples of the
chirp or linear FM functions

h(t) = cos ut?

2 (20)
g(t) = sin utz

The charge transfer loss of BBD's %s somewhat greater than that of CCD's, and the devices
shown in Figure 7 have € ® 2 x 10-° which attenuates the impulse response visibly. In
spite of the high M€ product the devices performed adgquately because the CZT output

is not particularly sensitive to charge transfer loss.

500-stage CCD filters have been used to implement the block diagram of Figure 620

with the result shown in Figure 8. The CCD c2T is discussed further in References (9)
and (21).
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IV. Concluslons

The importance of the CCD CZT to video transform encoding has been rec?gnized,22
and an example of this application will be discussed in a subsequent paper'. [I't has
been the purpose of this paper is to review the current status of CCD technology as it
applies to filtering for video bandwidth reduction.

CCD's have performance limitations which have been briefly discussed. It appears that
transform encoding for many practical systems can be designed within these performance
limitations and therefore, CCD's are expected to be important in this application,.

Because of its extreme simplicity, the CCD transversal filter and the CCD CZT are expected
to be key building blocks in transform encoding systems of the future.
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Figure 2. Schematic of the split electrode technique for weighting
coefficients of transversal filter.
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Figure 3. Zeros of the transfer function of a bandpass filter
in the z-plane. Zeros are on the unit circle (solid)
with no charge transfer loss, €= 0, with charge transfer
loss €>0 the zeros move to positions on the contracted
and shifted circle shown with a dashed curve.
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Figure 4. Measured frequency response of a 500-stage CCD bandpass
fitter having the Hamming window function.
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Figure 5. Impulse response (top) and correlation response {bottom)

of a 100-stage, pn sequence CCD filter. Note the correlation
peak in the output waveform.
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Figure 6. Block diagram of the CCD CZT.
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Figure 7. Impuise responses and correlation responses of two,

200-stage BBD filters used to implement the CZT
(See Reference (19)).
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Figure 8. Performance of system of Figure 6 using 500-stage
CCD filters. (See Reference (20)),.
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REAL-TIME VIDEO COMPRESSION ALGORITHM FOR HADAMARD TRANSFORM PROCESSING

Scott C. Knauer
Ames Research Center, NASA
Moffett Field, California 9L035

Abstract

A real-time digital video processor using Hadamard transform techniques to reduce video bandwidth is
described. The processor can be programmed with different parameters to investigate various algorithms for
bandwidth compression. The processor is also adaptive in that it can select different parameter sets to

parameter sets.
Introduction

To evaluate the effectiveness of g noninformation preserving video compression scheme, a measure of pic-
ture quality must be made at each level of compression. In the case of television intended for a human
audience, the eye is the final Judge of quality. The real-time Hadamard system at Ames! was developed to
allow algorithms to be tested with a large amount of material {(any NTSC video source) and with immediate
visual feedback for the experimenter, The effects of various transform algorithms on motion may be observed
for indefinitely long or complex sequences of movement, and adaptive algorithms, trading off spatial resolu-
tion against temporal resolution, are easily implemented and evaluated,

Basic System

Picture Representation

Incoming video is ssmpled at 8 megasamples/sec or 512 samples, called picture elements or pels, per
line., Fach pel's brightness is represented by a 6-bit two's complement binary number with black negative,
white positive, and grey at zero. TFour frames (8 fields) of the digitized video are stored, and the result-
ing 512x525xk matrix of 6-bit numbers, shown in Fig. 1(a), is then partitioned into a set of subpictures as
shown in Fig. 1(b). All picture processing and compression is done within these Uxlxb-pel subpictures.

Hadamard Transform

The Hedamard transform of the spatial information in the Lxlxl subpicture can be considered by looking
at a slice of the original subpicture that is U pels horizontally by U4 pels vertically. 'This LxkL subpicture
can be represented by 16 basis vectors, each deseribing the position of a pel in the Lxk subpicture, The
vector coefficients represent the brightness of their respective pels. This is the basic format of the pic-
ture information in digitized television.

A set of Hadamard basis vectors, shown in Fig, 2(a), can also be used to describe the Lxkh subpicture.
The subscripts of the basis vectors th indicate the number of black-to-white or white-to-black transitions
in the vertical (v) and horizontal (h) directions, respectively. (The significance of the Q's will be
explained later.) The coefficients of each Hadamard vector measure the degree to which the pattern shown in
Fig. 2(a) is present in the lxl} subpicture, Each coefficient may be calculated by comparing the incoming
Lxh to the vector pattern in Fig. 2(a) and noting that:

1 Sum of pel amplitudes in Sum of pel amplitudes in 1 _
7 positions corresponding - | positions corresponding = Coefficient of Avh (1)
to black areas of Avh to white areas of Avh

For the positive or negative magnitude of the coefficient of a given th to be large, the subpicture must
have somewhat the same pattern of contrast as Ayp  or its negative.

The extension of this to the full Uxbxl subpicture is straightforward, The subscripts of the 64 vectors
Vtyn indicate the number of transitions in the temporal (t), vertical (v), and horizontal (h) dimensions.
The number of transitions in a given direction is the horizontal, vertieal, or temporal sequency of a vector.
Figure 2(b) illustrates the patterns for the 16 vectors with no vertical transitions, Veon» 88 well as a few
of the more significant vectors with vertical transitions. The latter show that the pattern of transitions
is the same in each dimension. Equation (1) remsins valid with 1/6Y4 replacing 1/16 and Vevn replacing

Avn-

More detailed and precise treatments of the application of Hadamard transforms to plcture processing are
given by Harmuth,2 Pratt, Kane, and Andrews,3 and others.
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DIGITIZE PICTURE AND SAVE 4 FRAMES

A1 llllllllll[ll})

j:SuEEENEREEENEEERR
AT -

525
LINES

WE HAVE 4 512 x 525 MATRICES — OR
ONE 512 x 525 x 4 MATRIX — REPRESENTING
4 STILL PICTURES OR
4/30 sec OF REAL TIME TV

THE BRIGHTNESS OF EACH PICTURE
ELEMENT OR “PEL" IS REPRESENTED
BY A 6 BIT BINARY NUMBER

131-1/41

&
512 “PELS"/LINE ?’é

DIVIDE “MATRIX” INTO 4 x 4 x 4 SUB-MATRICES OR SUB-PICTURES

CONTAINS 64 “PELS"

TYPICAL4x4x4

EACH REPRESENTED BY
A 6 BIT NUMBER

SUB-PICTURE

4 LINES

HIGH

\){ 4 FRAMES DEEP

a4
PELS

WIDE

ALL REDUNDANCY
REDUCTION AND COMPRESSION IS DONE

w— INSIDE THE SUB-PICTURE

n, o

128

Fig. 1. Digitization and Storage of Video Data prior to transform.

Q = NO. OF QUANTIZATION BITS
ASSOCIATED WITH EACH
BASIS VECTOR

KOO, Q=6 K01, 0=4 K02, Q=3 K03, Q=3
K10, Q=4 K11, Q=2 K12, Q=2 K13, Q=0
’K‘ZO, Q=3 K21, =2 A122, Q=0 73:23, Q=0
K30, Q=3 K31, Q=0 K32, Q=0 K33, Q=0

Fig. 2(a). Two-dimensional Hedamard besis vector representation of a
bxl pel subpicture.
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VECTORS IS SHOWN HERE.

l
|
 LESS THAN HALF THE FULL SET OF 64
|
!
!

|
!
|
|
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|
L

"103 TIME

~ VERTICAL (FRAME)

(LINE)
HORIZONTAL (PEL)

\'

001 002 003

Fig. 2(b). Thres-dimensional Hadamard basis vector representation of a Uxbxl pel subpicture.

The video processor takes successive 6h-sample subpictures (left to right and top to bottom in Fig,
1(b)) and performs a 6l-point parallel Hadamard transform on each ono in turn, yielding sets of 64 Hadamard
vegtors. 8Six successive stages of addition or subtraction are necessary to do this, requiring that the
binary numbers grow to 12 bits. However, after two operations, the numbers are kept at an 8-bit length by
truncating the least significant bit in the next four operations,

Quantization

Sixty-four 8-bit numbers are no improvement over 64 6-bit numbers. However, the 64 Hadamard coeffi-
cients, unlike the 64 individual pel intensities, are not all equally important. Over half are quite close
to zero in amplitude and can be replaced by zero; large numbers of tiny flashing checkerboards do not appear
in common TV pictures. Some other vectors, too large to throw away, still do not warrant the use of 8-bits
to represent them. Figure 3 gives an example of an 8-bit number quantized to 3 bits. The initial range of
28 or 256 possible amplitude values is divided into 8 segments by T cutpoints symmetric sbout zero. The
incoming vector values in each segment are replaced by the representative value assigned to that segment.,
Thus, a 3-bit code can represent the 8 segments and, after transmission, can be used to look up the proper
representative value. The cost of this bit reduction is the quantization error introduced in the vector
coefficient,

The processor has the capability to quantize 31 different vactors; Vogo is retained with 7 bits (one
bit truncated), and the remainder are set to zero. The 31 vectors may be quantized to 4, 3, or 2 bits by the
experimenter. The experimenter enters, on thumbwheel switches, the three subscripts of the vector to be
quantized, its cutpoints, and its representative values. When the "program” button is pushed, the values of
the switches are stored in a solid-state memory in the processor, and the next vector may be entered. TFour
of the 31 vectors can be programmed to escape quantization and be represented by 7 bits, the least
significant bit being truncated.

All together up to four different sets or "options" of 31 vector progrems each may be stored. An option
switch is set at the time each vector is programmed. During picture processing, the option switch allows the
experimenter to compare the fidelity of the pleture as quantized by the different veetor sets stored in each
option. Additional hardware allows the machine to select different options itself, or to "adapt" in response
to the amount of motion sensed in each subpicture. For this spplication the different options are programmed
to trade off spatial fidelity for temporal fidelity as the degree of motion increases.
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CUTPOINTS COMPRESSED REp, VALUES

+127 oMM — —— CODE
—000-——-—  +26
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————001-— 414
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.__ 010. ————~ 45
3 Ol
0 00000000 Tty S L
Jo——==101-— s
-9
256 —— 10 -———— -14
DISCRETE
LEVELS 22 —
——— 111 26

-128 10000000 -~ ———

EXAMPLE OF AN 8 BIT NUMBER BEING REPRESENTED BY
A 3 BIT NUMBER

Fig. 3. Compression: how to reduce an 8-bit number.

FIELD DEMULTIPLEX:

#EQUENTIALLY QUTPUTS
SETS OF 8 FIELDS

(6 BITS) MEMORY TO SAVE

8 FIELDS OF
INFORMATION

OUTPUTS 8 FIELDS
SIMULTANEOUSLY

| DE-INTERLACE
AND DATA ORDERING UNIT

64 PELS IN SUBPICTURE

H ‘DAMARD TRANSFORM

64 HADAMARD VECTORS
VECTOR |

DELETES VECTORS OR REPRESENTS
SELECTOR: \

THEM WITH 2, 3, OR 4 BITS

COMPRESSED DATA

Fig, 4(a). Three-dimensional Hadamsrd video compres-—
sion encoder subsystem.

COMPRESSED DATA [ |

VECTOR | ZEROS REPLACE DELETED VECTORS
RE-CONSTRUCTION | REPRESENTATIVE VALUES LOOKED UP

FOR 2,3 AND 4 BIT VECTORS
1 64 HADAMARD VECTORS 1

|
INVERSE HADAMARD
TRANSFORM UNIT

1 64 PELS IN SUBPICTURE 1
DATA RE-ORDER AND
RE-INTERLACE UNIT
OUTPUTS

8 FIELDS
SIMULTANEOUSLY

OUTPUTS

8 FIELDS

FIELD MULTIPLEX
COMBINES 8 FIELDS INTO A SINGLE
DATA STREA

MONITOR

Fig. 4(v). Three-dimensional Hadamard video compres-—
sion decoder subsystemn.
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Decoder

After the vectors have been represemted by T,
L, 3, or 2 bits, or set to zero, they are processed
by the decode Hademard transformer (the Hadamard
transform is self-inverse). The resulting pel
amplitudes are rearranged into proper television
format and fed into a digital-to-analog converter
and finally to a monitor.

Hardware

A block diagram of the hardware is shown in
Figs. U(a) and (b). Analog video is fed to the
analog-to-digital converter. The field demulti-
plexer routes the first 7 fields of video to 7
sets of 6 tracks each (1 track/bit) on the disk.
When the 8th field is routed to the de-interlace
unit, the other 7 fields are read out of the disk
simultaneously. The output of this unit consists
of bursts of 64 pels, the subpicture formst; data
are then transformed. Quentization and the pro-
gramming of the quantizer algorithms sre done in
the vector select and reconstruction blocks. The
rest of the decode operation is essentially a
mirror image of the encode systen.

This brute force parallel implementation was
chosen to simplify timing and thus maximize the
flexibility of the system as a laboratory instru-
ment, Serial designs are being worked out for spe-
cific vector sets and adapbtive algorithms that were
checked out using the laboratory processor. These
require memories smeller than 2 fields and far less
arithmetic hardware to build the encode or decode
unit.

Algorithms

Algorithms for the Ames video processor consist
of the sets of vector programs -~ cutpoints and rep-
resentative values - that are used to code the pic-
ture information. The decisions that must be made
in selecting a vector set are: (1) the vectors that
are to be discarded, that is, set to zero; (2) the
nunber of bits that will represent each one of the
vectors kept; and (3) the location of the cutpoints
and representative values for each vector.

The total number of bits allowed for represent-
ing a given Lxlxl subpicture is set by the compres—
sion ratio or number of bits per pel desired,

Within this constraint, the vector set is selected
to minimize both temporal and spatial picture dis-
tortion, although more emphasis may be placed on the
temporal or spatial fidelity, depending on the
nature of the plctures and the requirements of the
user,

One guideline in bullding vector sets is given
by observing the probability distributions of the
Hadamard vectors; the distributions indicate the
energy in each pattern.
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Fig. 5. Vector amplitudes as functions of horizontal and temporal sequency.

Probability Distribution of Vectors

Figure 5 shows the probability of occurrence of a vector coefficlent ag a function of its amplitude.
The probability distributions of Hadamard vectors show that large vector amplitudes become rare as the vec-
tor's sequency increases in the horizontal or vertical direction in still pictures. This has been shown by
picture measurements.® Probabilities for the occurrence of large vector amplitudes also fall off with
increasing temporal sequency, but not as rapidly (Fig. 5(b)). This is due to the nature of the source; very
fine spatial detail (that would create larger values of high sequency spatial "checkerboard" vectors) is not
as common as motion spanning sbout 20-50 subpictures in L fremes (which creates larger values of high
sequency temporal vectors).

Vertical-Temporal Interactions in Repid Movement. When the picture is moving, large-smplitude probabil-
ity still drops with increasing horizentsl sequency. Probsbility does not vary as simply with vertical
sequency. This is due to the fact that the two fields re-interlaced to form a frame are really 1/60 of a
second apart in time, and vectors with a vertical sequency of 3, vtshs also contain temporal information
(Fig. 6(a)). A high value of Vgsq, for instance, may mean the subpicture contains & pattern of horizontal
stripes, or an abrupt motion in 1/60 of a second - not an unusual occurrence. Thesa "vertical-temporal”
interactions result from the necessity of dealing with the interlaced scan in NTSC video. Re-interlacing is
necessary to exploit the close correlation of the information in adjacent fields.

For representing motion at very high speeds, it
is useful to think of the subpictures as b4 pels x
2 lines x 8 fields, instead of 4 pels x 4 lines x
I frames. The field-to-field temporal changes
across 8 fields can be represented by 8 vectors.
These vectors, given in the subscript notation of
the bxbxl model are: Vogo, Vioos V200, V3005 Vo30»
V130, V230, 8and V3zg.

FIELD 1

V33p has a similarity to Vg that is not

(a) - :
FIELD 2 —T apparent in the cubic pictorial representation, but .

can be seen in the representation of Fig. 6(b), in
which the lines are shown in their proper positions
in time and space, If frame I was formed from

1/60 sec

palireabisiliis TEMPOOF Ve fields 2 and 3 instead of fields 1 and 2, and field
9 was dark, the V33p pattern would become a Viqp
pattern. Vj31g and V3oo have s similar "phase shift"
Fig., 6. Vertical-temporal vectors., relationship. -
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"PHASE SHIFT"
OF V300

PATTERN
CORRESPONDS
320 TO HORIZONTALL
LINE MOVING
UPWARD WITH
TIME

(Va0 CORRESPONDS TO THIS
PATTERN MOVING DOWNWARD)

Fig. 6. Concluded,

A more subtle example of vertical-temporal effects is shown in Fig. 6{c). Experimental observation
shows Va20 to have fewer high amplitude occurrences than V3o03 Fig. 6(c¢) gives a possible explanation for
this by showing that Vj3zg corrssponds to a more regular type of motion than Vssg, whan looked at with the
lines staggered as they really are. Studies correlating various types of regular motion with vertical-
temporal vectors are still underway.

Precedence Relation

The biggest problem in constructing vector sets is that of avoiding errors that introduce distracting
visual noise. This is worse than having poor resolution, an expected result of lower bit rates. A pieture
represented by Vggo - 7 bits and Vigg, Vo1, Vo1g - * bits each {about 0.28 bits per pel total) shows
decreased resolution. Adding Vzgg - b bits (0.36 bits per pel total) does not improve the picture, but
adds leading and trailing flashing "ghosts" to moving objects. Adding Vipg - 4 bits solves the ghost prob-
lem, and the pair Vypp - V3gg improves the temporal resolution.

A precedence relation has been developed empirically to solve the problem of ghosts and noise. Vector
sets built in accordance with this relationship will trade off resolution vs. bits per pel without generating
distracting errors.

Figure T(a) shows a precedence diagram for spatial vectors; arrows run from predecessors to successors,

Any vector included in a set should have all its predecessors in the set., Vectors Voog2 = Vposz and Vgpg -
Vo3pg ere pairs, and if one member of a pair is present, the other must be also, The "S" in Vo3og refers

SPIE Vol 66 (1975) Efficient Transmission of Pictorial Information / 63

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

to the static component of Vg3g3; if a fair amount
of motion occurred, Vp3p would be subject to tem-
poral precedence relations also. As the eye does
not see spatial detail in areas of high motion, Vg3g

000 000 mey be included in a vector set designed only for

/ \ l temporal fidelity without its spatial predecessors.
001 010 100 An exemple of the types of distortion that can
l occur in "improper" vector sets is given in Fig, 8.
\ / 200 «——> 300 Figure 8(a) shows a subpicture depicting a vertical
o1 egge; Fig. 8(b) listsB?h? Hadeamard coegficient? in
the subpicture; Fig. ¢) shows the subpicture's
0z=T o 020=7=030, 030, <~ 130 reconstruction without Vggp and Voos; and Fig. 8(d)
\\ ,// | shows ifs reconstruction without Vggs. While the
012 021 zmybj_.33o edge blur is less in Fig. 8(d) than Fig. 8(e), this
is more than offset by the extrs dark bar in the
a-ﬁ:gzggENCE b-;ggﬁggénbE right-hand side of the subpicture in Fig. 8(4).
DIAGRAM This causes an outline to appear around the picture;
the outline is quite visible as the eye detects
Fig. T. Precedence diagrams. relatively low levels of patterned noise., Recon-

struction with all vectors would yield the original
subpicture shown in Fig. 8(a).

EDGE
BLUR OUTLINE
////////\\\\\\\\ ERROR
P
Voo = +8
Voo = -8
Vooz = -8
. Vg3 = -8
ALL OTHERS = 0
- +16 0 0 16 16 -8 +8 +24 -8
a. SUBPICTURE b. VALUES OF c. SUBPICTURE d. SUBPICTURE
AT EDGE HADAMARD RECONSTRUCTED RECONSTRUCTED
VECTORS WITHOUT WITHOUT Vgg3

Vooz. Veos

Fig. 8. Spatial ghosting effects.

A temporal precedence relation is given in Fig. 7(b). This vector ordering was developed and verified
by observation of an oscilloscope displaying a horizontal line moving vertically at various speeds. This
display was also viewed with the line at a 45° angle and vertically with motion being perpendicular to the
line. A moving Lissajou pattern, with a frequency ratio of nearly 1l:1, was also used. Smoothness of motion
and lack of "ghosting" were the criteris used to judge the vector sets. The results were further checked by
observing off-the-air video. The line between Vg3g -~ Vi3p and Vazp - V3o is dashed to indicate that vio-
lation of this precedence produces only minor errors. In general, violation of precedence closer to Vygo
results in more severe errors in either of the diagrams. Only the more significant vectors have been listed
in the temporal diagram. Also, the two diasgrams can be combined into an overall precedence diagram, and
this is a bit complex for this treatment.

The flashing "ghosts" in temporal vector sets not following this precedence relstion arise from phenom-
ens similasy to the example given in Fig, 8, If the example is viewed with the horizontal direction represent-
ing time, and the vectors represented in Fig. 8(b) are Vggg, Vigo, V200, and Vigp, respectively, the right-
hand bar in Fig. 8(d) becomes a ghost that flashes black in a white background.

Cutpoint and Representative Value Distributions

Previous research has shown that logarithmic quantization schemeg fit the probability distributions of
Hadamard vectors fairly well. Landau and Slepian,” using a bxl trensform, logarithmieally quantized still
pictures to 2 bits/pel. The Q's in Fig. 2{a) correspond to the bit agsignments for each vector. Some
experimentation was done at Ames to see if other nonlinear schemes would improve picture quality, but no sig-
nificant improvement was discernible. The logarithmic quantization was therefore adopted. As all values
quantized to the same number of bits are not identical in their probability distributions, the logarithmic
quantization have been scaled to fit. As an exeample, in Table 1 below, the notation h'l;é means that the
cutpoints and representative values are for a Lobit quentization and scaled up by a factor of 1.3 over the
figures given for U4 bits by Landau and Slepian. Cutpoints and representative values are given below in
octal notation, as they would be entered in the programmer.
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Table 1. Cutpoint and Representative Value Distributions

125 12 21 32 L3 (teutpoints) 37 17
b-1.,3 01410 15 25 35 LT (irepresentative 3-10 0 5 12 24
values)
2Lhé610 13 16 21 25 1h
b-0,5L 0357 11 14 17 23 3-1.3 0310 17
124610 13 16 2L
b.0.5 01357 11 1k 17 3-1,0 036 1k
234610 13 16 237
b-0.5m 02357 11 14 17 3-0.8 02512
123k5610 3
h.0.3 0123h4357 12 2 06

Sample Algorithms

Table 2. Hademard Transform Vector Sets Table 2 lists vectors, subscripts, the num-
ber of bits they are quantized to, and the guan-
tization., For the representative values and

"Hi-Fidelity" - 70 bits/subpicture, 1.1 bits/pel cutpoints, see Table 1.
000 T 001 4-1.3 002 3-1.0 003 3-1.0 Adaptive Algorithms
010 L4-0.8 OIL 3-1.3 012 2 _
020 3-0.8 021 2 030 3-0.8 In the adaptive mode, the processor monitors
00 T 701 3-1.0 110 3-0.8 130 3-0.8 some of the vectors to determine if the subpic-
306 h-1.3 201 3-0.8 330 3~1.3 ture contains movement. Option zero is pro-
0 4-1.0 301 3-0.8 330 3-1.3 grammed with a vector set that gives high spatial
- - - fidelity and little or no temporal fidelity. Any
MMedium Fidelity" - L4 bits/subpicture, 0.69 bits/pel temporal fildelity used in option zero is usually
set to cover slow motion only, that is, only
000 T 001 4-1.3 002 3-1.0 003 2 vectors with a temporal subscript of 1 are used.
010 3-1.3 011 2 030 3-0.8 .
00 4-1.3 101 3-1.3 110 2 130 3-1.3 The adaptive mode may employ two, three, or
300 4-1.3 300 bL-1.0 T - four options. The highest option used (1, 2, or
—_— - 3) will be programmed to display high temporal,
Low Cost - 2L bits/subpicture, 0.38 bits/pel but low spatial fidelity. Intermediate options,
if any, will trade off spatial and temporal
000 T 001 L4-1,3 010 3-1.3 resolution.

100 L-1.3 200 3-1.3 300 3-1.3 i
- - - The processor can monitor up to four vec-

Tow Cost - 16 bits/subpicture, 0.25 bits/pel tors, Three have been used in experiments so
far: Vigo, V200, @nd Vzgp. The absolute values
000 6 001 4-1.3 010 3-1.3 100 3-1.7 of each vector are compared to three cutpoints

entered in ascending order on dip switches.

These correspond to making a seleection from four
options. If fewer options are used (three or
two) then fewer cutpoints are needed (two or one).
If the magnitude of Vygg, for example, falls
below the smallest cutpoint, it "votes" for option zero, If it falls between the first two, it "votes" for
option 1 and so on. The vectors are thresholded independently, each vector having its individual set of cut-
points., The output of the thresholding section is a 0, 1, 2, or 3 from each vector,

The option finally selected by the processor is simply the maximum of these numbers. The reason for
this is that motion that is very close to the pattern of one of the sending vectors will not produce large
values of the other vectors (Hadamard vectors are orthogonal). Sometimes only one motion vector will have a
high value in the midst of a rapidly moving area.

Motion Detection

The special case of a horizontally moving vertical edge serves to illustrate the behavior of temporal
vectors, and how they can be used to detect motion. TFigure 9(a) shows a picture of a black bar moving
rapidly across a white background. TFigure 9(b) shows a "freeze" of four frames. The blur of the moving area
is shown by the arrows in Fig. 9(b) and Fig. 9(c¢), and is designated as "motion in 4/30 second" and "the
extent of motion in 4 frames (8 fields)." Figures 9(b) snd 9(c) can also be thought of as the time average
of the 4 frames (8 fields). TFigure 9(c) shows Uxlxh gubpictures in various parts of the picture, The num-
bers inslde the squares give the number of black fields in a subpicture at that location. To the left of
the moving area all fields are black and this number is 8; to the right, all are white, and the number is O.

Inside the moving area, fields in a given subpicture begin white and turn black as the edge crosses that sub-
picture. This field structure is shown in Fig. 9(d).
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FIELD STRUCTURE OF SUBPICTURE

[n]r2]m]a]m[6] ] 8]

a. TV PICTURE OF b. PICTURE AVERAGED NUMBER
MOVING EDGE OVER 4 FRAMES OF BLACK
FIELDS

EXTENT OF MOTION - " FRAME = FRAME FRAME FRAME
IN 4 FRAMES (8 FIELDS) I I " v

c. SUBPICTURES IN AREA CROSSED BY EDGE. NUMBERS CORRESPOND d. POSITIONS OF BLACK FIELDS

TO THE NUMBER OF BLACK FIELDS IN EACH SUBPICTURE. FOR EDGE SHOWN IN (c).

STRICTLY VERTICAL

TEMPORAL NUMBER OF BLACK FIELDS IN SUBPICTURE TEMPORAL NUMBER OF BLACK FIELDS IN SUBPICTURE

VECTORS 8 7 6 5 4 3 2 1 0 g8 7 6 5 4 3 2 1 0
v

000 V.
NENANNE +»

e. COEFFICIENTS OF TEMPORAL VECTORS AS A FUNCTION OF THE FIELD STRUCTURES SHOWN IN (d).

EXTENT OF MOTION EXTENT OF MOTION | EXTENT. OF ‘MOTION |

-

F
iy

4 FRAME FROZEN-ORIGINAL

VosotViop: Vage “LIT UP”

Voo “LIT UP
f. PICTURES OF TV SCREEN SHOWING THIS EFFECT.

Fig. 9. Motion detection with temporal vectors.
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The values of the coefficients of the major temporal and vertical-temporal vectors for these subpic-
tures are shown in Fig. 9(e). The subseript notation is from the hxkxl subpicture model; however, the dia-
gram under each vector shows the pattern of light and dark fields that the vector represents. A subpicture

matching one of these vector patterns would give the maximum coefficient value for that vector, and zero
for all others,

Figure 9(f) shows photographs taken of the output of the system illustrating the graphs in Fig. 9(e).
Occurrences of each vector were mapped into Vpy45, and quantized with extra large representative values, to
glve the bar pattern of varying intensities, By looking at the edges, it can be observed that the bars are
black at the top for positive values of the vectors being displayed and white at the top for negative values.

In this simple case, Vipp and Vagg would be adequate for detecting motion, as the magnitudes of the
coefficients of Vopo and Vigo are equal, Moving lines, stripes, rotating objects, ete., are more complex,
and V3gp is required for these more general cases,

Example of an Adaptive Algorithm, A three-option adaptive algorithm thet requires 1 bit/pel is
deseribed in Tables 3 and 4. The overhead for selecting the option ig 2 bits/subpicture, leaving a maximum
of 62 bits/subpicture to spend on each option. Good static fidelity requires only 32 bits - the cost of the
spatial vectors in option zero., The 25 other bits are spent for slew motion on vectors with temporal sub-
scripts of 1. These represent about 15 frames/sec of motion, Option 1 spends 6 fewer bits on static spatial
Tidelity and L fewer bits on slow moving spatial fidelity (V,g, and Vios are dropped). With Vago and Vagq,
option 1 includes low ranges of all vectors required for 30 frames/sec of motion. The temporal components of
Vosp and Vizp add low ranges of 60-field/sec motion capaebility,

The quantization of motion vectors in options 0 and 1 uses low renges as these options are not selected
for fast motion. Quantization curves, like L4-0.3 and h-O.S, do a smooth job of quantizing the lower ranges
of V100, V200, V300, Vo390, and Vi30.

The high motion option provides some spatial resolution in "Voo1s Voig, Viyg1, and Viig, but concentrates
most of its 61 bits on high fidelity representation of the principal temporal and vertical-temporal vectors,

Adaptive parameters are given in Table L,
Nots that Vaoo and Vipg never vote for option 1 asg
the two cutpoints are identical., This is done to

Table 3, Vectors Programmed in o 3-Option
Adeptive Algorithm

. . . reserve option 1 for medium motion of about 15
Option O - Static and Low Motion frames/seg, which corresponds to activity in Vygg.
000 7 001 14-1.3 002 3-1.0 003 3-1.0 Low amplitudes of higher sequency motion in option 1
I6) 4-1.3  BiT 3_1:0 15 3-0:8 - * are provided for by V200, V300, Vi3g, and Vosg.
95% i:g'g %%% i_o 5 %gg 2-0.5m 103 2 An 1llustration of the adaptive process at work
NN 3«0.8 TN M_O.S _— = for this algorithm is given in Fig. 10, The pic-
T hits ot bio. 61 bite t a1 tures in each sequence are: (1) I frames of digi-
+vs static, 1hs tota tized video - no compression; (2)(h)frames of(v%deo
. . . transformed with thig algorithm; (3) same ags (2
Option 1 - Mediwm Motion except that those aresas sele?Eing option(Q)are ’
shown as checkerboards; and same ag (2) with
Q%g- Z—l 3 g%%- 3"1'3 %g% g:é‘g 9%%- i:é'gm option 1 aress as checkerboards: The left-hand
50 u—O.SL 10T 40 5 T 3—008 30 h—O'Sm sequence shows s weatherman moving his hand on s
550 N-O.B T 3"0'8 o » ‘ —_— * map; the right-hand sequence shows Mr. Spock walk-
R 0'3 BT 5 o 4 ing rapidly to the right of Dr. McCoy in L frames
300, L 6o b == of Star Trek. The top picture in the latter series
30 bits static, 62 bits total clearly shows the field structure, seversl individ-
. ) , ual "still" scenes - fields - are visible in the
Option 2 ~ High Motion "blur" of motion.
%9%- ; %%% t:é'g %%g ;:é'g %2% t:g'gx The algorithms described in this paper have
360 7 35 M—O.5m 60 7 ’ EE h—O.Sm undergone preliminsry subjective evaluation at
. o o = = * Stenford University snd are scheduled for more.
> Pits static, 59 bits total Formal subjective evalustion ig necessary to get a
more accurate measure of piecture quality; mean
square error and other snalytical measures do not
Table k, Adaptive Motion Sensing Parameters model the complex motion detection functions of the
eye., Obviously, a lot of informsl observation and
Adaptive thresholds for Vioos Vogp, and V3g00: evaluation on the part of Ames personnel, using
off-the-air programming and Stanford elassroom
Cutpoints: 324 Cutpoints: 55 video, was required in order to develop these
Option Option algorithms,
voted: 01 2 voted: 0 1 2
Vigo Vaoo and Vi
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Fig, 10. Illustrations of adaptive mode selections.
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Concluding Remarks

Algorithms for video compression with three-dimensional Hadamaerd transforms are not extensions of those
for still pictures. The variance of a vector's probability distribution does not drop rapidly with increas-
ing temporal sequency; video is a source with a lot of movement in four frames. The interlaced scan makes
some vectors a mix of vertical and temporal information, Logarithmic quantizetion does work well for three-
dimensional Hademard vectors, however. In order that vectors add resolution, and not noise, they should be
assembled in sets following a precedence relation.

Vectors that have both high spatial and high temporal sequency are not needed. This reflects the fact
that the eye does not see movement and high detail simultaneously. This property of the eye can be further
exploited by adaptive algorithms that segregate high spatial and high temporal sequency vectors in different
options devoted to spatial or temporal resolution. Successful adaptation on the basis of movement can be
done by monitoring only a few temporal wvectors.

Further work involves extension to color, continued development of a compact processor to implement
specific adaptive algorithms serially, investigetion of a rate buffered, four-option adaptive algorithm in
which the static and low-motion options have fewer bits per subplcture than the medium- and high-motion
options, and more research to correlate motion vectors with specific types of motion,
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AN ADVANCED IMAGING COMMUNICATION SYSTEM FOR
PLANETARY EXPLORATION*

Robert F. Rice
Jet Propulsion Laboratory
Pasadena, California 91103

Abstract

An advanced imaging communication system (AICS) for planetary exploration is presented. , The

system offers ""end-to-end" information rate improvements of 3 to 5 times over existing systems in addi-

tion to extensive user flexibility to adapt his rate/fidelity priorities to fit a particular mission. AICS

contains two major system elements, The firstis a concatenated Reed-Solomon/Viterbi coded channel.

This provides a powerful, yet practical, solution to the usual "error vulnerability" problem associated

with compressed data. The second major element is an extremely adaptive image data compression

algorithm called RM2. The details of this algorithm as presently simulated are discussed in considerable

detail. Used in conjunction with the virtually error free performance of the Reed-Solomon/Viterbi chan-

nel the stated AICS advantages are obtained.
INTRODUCTION

The development of communication systems
for deep space imaging applications has histor-
ically proceeded with no real consideration for
the system implications of data compression.
Data compression to be useful on immaging or non-
imaging data sources, would have to exhibit
significant rate/quality advantages after trans-
mission over channels designed for uncompressed
data. To correct for the characteristic error
sensgitivity of compressed data, the familiar bit
error rate/communication rate tradeoff often
promised to eliminate many of the potential
advantages data compression offered. One ele-
ment of an Advanced Imaging Communication Sys-
tem (AICS) discussed here solves this classic
problem in a straightforward and practical way,
making direct use of a current investment in coded
communications. This aspect of AICS is exten-
sively documented in Refs. 1-3 and will therefore
receive only a summary treatment in the intro-
ductory portions of this paper. Making use of
these rather convincing results, the remainder
of this paper concentrates on the source coding
problem without the usual fear of channel errors.
In particular, a detailed description of a new
imaging data compression algorithm (RM2) and

associated system considerations are given.

[1]

Jupiter/Saturn Communication System

The communication system being imple~
mented for a Mariner Jupiter/Saturn flyby mission
in 1977 is shown in Fig. 1. The capabilities of
this system are, of course, intended to be avail-
able for any Mariner or Pioneer mission in the
post 1977 period. Representing an a vance in
communication efficiency, we will first review
its characteristics and later compare them to
those of AICS.

The principal investment in this system is
the introduction of a high rate coded channel, the
elements of which have been labeled collectively
as the Jupiter/Saturn Viterbi Channel. This
includes an onboard convolutional coder with
constraint length K = 7 and code rates of 1/2 and
1/3, the usual modulation/demodulation tech-
niques with X-band and S-band carriers, Viterbi
decoders (with 3 bits of receiver quantization)
located at several Deep Space Network receiving
stations, followed by ground communication
links, [ 115 [41,[5]

Non-imaging. Althoughgeneral science and
engineering data (GSE) have typically represented
less than 20% of the available data rate during
planetary encounters, it is unrealistic to exclude
it from the overall communication system trade-

offs. It is therefore relevant to our principal

“This paper presents the results of one phase of research carried out at the Jet Propulsion Laboratory,
California Institute of Technology, under contract No. NAS7-100, sponsored by the National Aeronautics

and Space Administration.
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JUPITER/SATURN VITERBT CHANMNEL

Fig. 1.

endeavor here to communicate imaging data

more efficiently.

Imaging data in uncompressed, sampled and
quantized form is relatively insensitive to com-
munication errors compared to GSE data. Whereas
bit error rates of 5 x 10"3 or so may be accept-
able for uncompressed imaging, error rates
closer to 5 x 10_5 are desired for some forms of
GSE data.

the uncoded communication system of the recent

This disparity was accommodated in

Mariner Venus/Mercury mission by providing
two separate channels. The Jupiter/Saturn Com-
munication System provides an acceptable single

channel solution by operating the Jupiter/Saturn

Viterbi Channel at around 5 x 10-3 and relying on
additional coding of the GSE data to lower the GSE
. The additional

coding took the form of an interleaved Golay block

error rate to an acceptable level.
coder/decoder ag shown in Fig, 1, Because only
half of the bits in a Golay (modified to (24, 12))
codeword represent information, the effective
data rate of GSE data through the "inner' Jupiter/
Saturn Viterbi Channel is reduced by a factor of
two. This is an acceptable inefficiency provided
GSE data represents only a small fraction of the
total.

Operation of the Jupiter/Saturn Viterbi Chan-

3
occurs at

nel at the bit error rate of 5 x 10~
signal to noise ratios of about 2.1 dB for the code
rate = 1/3 option and about 2. 6 dB for the rate

= 1/2 option, When Golay coded GSE data is

SIGNAL TO NOISE RATIOS
=2,1d8, = 2,6 dB

NON-IMAGING i ‘ [ Sn— I
l ?SE,?CAJSA VITERBY | DATA PROCESSING CENTER
l | l SPACE | DECODER GROUND l
l COMMUNICATION I’ L COMMUNICATION
_— NON
| INTERLEAVED I l DSN2 l l IMAGING | goLay )
GOLAY CODER e —— DECODER
l | . CONVOLUTIONAL ‘ l
A ' ICODER** VITERB1 B 1O
K7 ™  Decooer USER
RATES: 1/2, 1/3 L |
EDITING —+ — IMAGE
i OPTIONS —‘ ‘ l I | l IMAGING | PROCESSING
DSNn*
l t ‘ l MAXIMUM ALLOWE P l _J
IMAGING ERROR RATE = ¢ 10 Sreope [
DATA (BECAUSE OF GSE DATA} *DEEP SPACE NETWORK RECEIVING STATION n
SOURCE CORRESPONDING TO MIN | L—————— | ++ACTUAL MISSION WILL PROBABLY BE

J RESTRICTED TO THE CODE RATE = 1/2 OPTION

Jupiter/Saturn Communication System.

communicated, operation appreciably below these
operating points (i. e., lower signal to noise ratio,
higher transmission rate, higher error rate) is
not possible because of severe degradation to

GSE data.

Imaging. Easily implemented imaging rate

options are provided by allowing 2-dimensional

on-board editing of picture elements (pixels) and
using linear interpolation for ground reconstruc-
tion., Such options are acceptable because at bit
error rates of 5 x 107> (2.1 dB and 2.6 dB) and
less, pixel edited data is not gignificantly more

sensgitive to errors than standard PCM.

Data compression. The above communication

system offers some impressive advantages over
previous systems. Ior example, at the same
signal to noise ratio that achieves the desired
5 x 10”2 bit error rate (2.1 dB) with the K = 7,
code rate = 1/3 option, an uncoded system would
have a 1/33 bit error rate (e. g,, the recent
Mariner Venus/Mercury flybys). However, the
system suffers the usual difficulties when used

to communicate error sensitive compressed
data.

Under ideal phase coherent receiver operat-
ing conditions a 3 dB rate reduction is required
to reduce the bit error rate of the Jupiter/Saturn
Viterbi Channel from 5 x 1073 to about 1076,
Under non-ideal conditions the loss is much more
significant with some question of whether such

low bit error rates can even be achieved. To be
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able to use any data compression algorithm on ratio (2.3 dB and 2.8 dB between C and D for
this channel thus means an initial rate reduction code rates 1/3 and 1/2) as that required by the
of at least 3 dB, In general each algorithm is Jupiter/Saturn Viterbi Channel, A-B, to achieve a
affected in its own unique way by channel errors, 5 x 10"3 bit error rate. For the rate 1/3 option
resulting in a continuous rate/fldelity tradeoff, this is only a little more than 4 dB from the chan-
Given the task of selecting from a set of imaging nel capacity of the infinite bandwidth white gaussian
data compression algorithms to use on this chan- noise channel,
nel would justifiably lead to extensive simulations, The concatenated system performance curves
analysis and most likely inconclusive results. In are so steep (an order of magnitude change in
practice such studies tend to obscure the real source error rate per 0.1 dB change in signal to noise
coding problem and make ambiguous the potential ratio) that the usual tradeoffs are of no conse-
system advantages of data compression. AICSoffers quence. This all means that imaging data in an
a practical solution to these difficulties., AICS gystem, compressed or not, can be trans-
mitted at the same maximum communication rate
AICS of uncompressed imaging data in a Jupiter/Saturn
A block diagram of AICS is given in Fig. 2. Communication System, Fig. 1. As an added
As shown, the center box representing the Jupiter/ bonus, the effective GSE data rate is substantially
Saturn Viterbi Channel in Fig., 1 remains increased during both encounter and cruise periods,
unchanged in AICS. The Golay coding has been and burst error protection of over 2000 bits is
eliminated for GSE data and the editing options provided.
for imaging have been replaced by a data com- Unlike practical sequential decoding systems,
pression algorithm labeled RM2. The elements the concatenated system is extremely ""robust"
which remedy the channel problem is an inter- in the face of receiver imperfections such as
leaved Reed-Solomon block coder and correspond- AGC and phase tracking. Losses of the concate-
ing decoder located at a destination data process- nated system under nearly error free conditions
ing center. (i.e., a burst of errors once every 100 pictures
or 80) is no more than that of the "inner" Viterbi
The channel. (1]-[3] All source data in an AICS system operating at a relatively high 5 x 10_3
system is communicated through the concatenated bit error rate.
Reed-Solomon/Viterbi channel, C-D in Fig. 2. Because parity symbols in a properly
Under ideal receiver operating conditions, the gelected Reed-Solomon code contribute less than
channel C-D will exhibit virtually error free per- 15% in overhead, ground communications within
formance at approximately the same signal to noise the Jupiter/Saturn Viterbi Channel (see Fig. 1)

JUPITER/SATURN

VITERBI CHANNEL DATA PROCESSING CENTER
|| SR | l -
DATA GSE
DATA _— .
l DA TAcEs COMPRESSION | | DECOMPRESSION
CONCATENATED CHANNEL, C-D I | MeaXimum I l I e
l MINIMUM SIGNAL TO NOISE \ l l ERROR RATE l '
E,/Ng=2.3 dB, RATE=1/3 c INTERLEAVED A =1/70 Ls REED~SOLOMON | P IMAGE
E, /N.=2.8 dB, RATE=1/2 REED ~SOLOMON CORRESPONDING . ON L
I ™Mo ‘ BLOCK CODER TO SIGNAL TO NOISE | DECODER PROCESSING
RATIOS ‘
=1.7dB, RATE=1/3
' ‘ | *2.2 dB, RATE=1/2 I ‘ |
IMAGING RM2
DATA DATA |  RM2
SOURCE COMPRESSION DECODER

Fig., 2. Advanced Imaging Communication System (AICS).
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are unaffected. This permits a single decoder to

be located at a central location. With hardware
estimates of 150 off-the-shelf integrated circuit
chips for a 100 KBS interleaved Reed-Solomon
decoder and 60 or so for a coder (in addition to
the elimination of the Golay) this performance is
obtained at a small increase in overall system
complexity, The system ia thus highly practical.

Forthose desiring more details, Chapter 4 of
Ref. 1 contains extensive system considerations lead-
ing tothese conclusions. Itisanextension of Oden-
walder's original work in [2] to include primarily
the interaction of the source with the channel in
addition to imperfect receiver operating condi-
tions, interleaved code block synchronization,
etc. This led to another study[3 with Linkabit
Corp. in which performance projections in [1]
were verified by direct simulation.

Before turning exclusively to the source
coding problem, itis of interest to consider the
structure in Fig. 2 from another viewpoint.
Instead of treating the Reed-Solomon coding/
decoding as part of a concatenated channel it can
instead be considered part of the source coding/
decoding with compression factors adjusted down
by the slight 15% parity overhead, The two outer
dotted boxes become source coders and source
decoders. Then, provided the average bit error
rate on the Jupiter/Saturn Viterbi Channel is less
than about 1/70, compressed data (i.e., including

the Reed-Solomon mapping) is unaffected.

Data compression. The now practicalnoiseless

channel model will be assumed for the remainder
of this paper. Rate/fidelity tradeoffs involving
purely source coding concepts can be considered
as true "end-to-end' communication system
tradeoffs. The benefits derived may similarly

be considered as end-to-end benefits.

The usual source coding problem of finding the
best way to code an image with a prescribed num-~
ber of bits is only a subset of the source coding
problem considered in the AICS development. The
bigger problem, loosely stated, involves seeking
a means of giving the user the capability to dis-
tribute a fixed number of bits over the surface of
a planet(s) in a way which maximizes his scientific

information return (imaging and non-imaging).

Although such a problem will hardly yield to
rigorous theoretical analysis, simply considering
the obvious role of the scientific user in planning
imaging sequences leads to a powerful and prac-
tical source coding system structure.

The basic philosophy behind the AICS source
coding system structure is to provide an extreme
range of adaptivity at all levels of coding. At the
level of user intervention, this means giving the
user extensive capability to tradeoff rate
and fidelity within an imaging sequence. Discus-
sions will start with this global view in which a
new imaging data compression algorithm, called
RM2, is treated as a user controlled system
element, The development proceeds naturally to
providing most of the detailed structure of RM2
as presently simulated. Some results of these
simulations follow.

Input buffer capability of at least a full image
should be assumed throughout the discussions.
This is a quite practical assumption today. A
CCD memory structure is currently planned for
advanced Pioneer missions incorporating imaging
and additional technologies are being considered

for future Mariners,

CODING IMAGE SEQUENCES

As an element in a system which codes user
planned sequences of images an adequate initial
description of RM2 is simply a rate controlled
data compressor., Given an input "aim' rate of
Bamm bits /picture, RM2 will seek to use precisely

B bits to code an image. The actual bits used,

AIM
BAC’I" will be a close approximation to BAIM' A
users choice of BAIM is fundamentally unlimited
but is practically limited to values above about
0. 25 when expressed in bits per picture element
(bits/pixel). Reproduced quality for a given image
is monotonically related to BACT = BAIM' Simula-
tion results have demonstrated consistently excel-
lent rate/quality performance on a wide class of
representative images. The latter statement
agsumes a fixed set of RM2 internal parameters.

A user planned imaging sequence spanning a
time period of T seconds must satisfy the

equations.

GSE

B{(0) + B{OM(0) = r - 1 (1)

1
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for the ith image and

N
ZTi=T (2)

i=1

where
r = communication rate in bits/sec

allotted communication time ithimage

1
1t

B%(O) Z user allocated bits to ith image

user allocated bits to GSE data dur-

—_
o
~—

1

ing ith image time

The wide range of RM2 performance options
gives the user a practical tool for accomplishing
a difficult source coding problem. By choosing
N and assigning the rate allocations {Bi(o)
and {BGSE(O a scientific user is, in effect,
trying to place rt bits on the target in a manner
which maximizes his expected information return.
Each BiI(O) is his assessment of the "relative!"
importance of the ith image out of all images he
might take in time 7, weighted by his a priori
knowledge of RM2 performance characteristics.

The average bit rate assigned to GSE data,
C"SE(O /7;, would typically be constant and
only a fractmn of the total bit rate, (e.g.,
<0.3). However, it is desirable to be able
to accommodate short term variations in
actual GSE data rate as the result of variability
in non-imaging data compression algorithms
(see Fig., 2) and/or the detection of important
scientific events which simply require more bits.
To accommodate the latter and the fact that RM2
itself doesn't always use precisely its allocated

bits we incorporate a simple control system.

Rate Control Loop

The simple control system showing both
RM2 and GSE coding is given in Fig. 3, Starting
at the input, the bit assignment to the ith image
B%(O) is adjusted by the amount Ay (zero at start
of sequence) giving RM2 an aim rate of BI bits.
Bl ~ BI bits, "Unused"

image bltEl, B.I - BI, are added to unused GSE bits

The ith image is coded to B

yvielding e, i Whlch is added to unused bits from

previous 1mages, Ei' Rate adjustments for image
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Fig. 3. Rate Control Loop, Image Sequence.

i+ 1 is computed as Yin E a fraction of all

i+l’

unused bits up to picture i + 1. can be thought

Y.
of as the loop gain for picture i +11+.1 Ei+1 can be
viewed as the negative of a buffer fullness marker
(about some midpoint),

As noted earlier, variations in GSE coded
data rate from a user planned BiGSE(O) allocation
is presumed to be primarily the result of onboard
detection of important scientific events or vari-
ability of data compression algorithms. The
configuration in Fig., 3 allows for this variability
to be distributed over subsequent images depending
on the loop gains, Yy Suppose for example that
for all i B! (0) 4/5 B, BSE(0) = B/5 and a burst
of mformatmn caused BGSE to be 50% higher than
the allowed BGSE. W1th a loop gain of 1/5 the
control loop would distribute 20% of the error,
B/10, into the i + 1st image. Assuming no error
§+1 would be modified from 4/5 B

to 39/50 B, an almost imperceptible change of 2%.

up to the ith, B

Last minute minor changes in GSE data
priorities or fine adjustments in the communica-
tion link capability, r, could be handled by mod-
ifying all BJ(0) to again satisfy (1) or by treating
the change as a step input in Fig. 3.

Simulation results of RM2 have thus far
shown that, for images considered to be of primary
interest, the error leil is typically less than
1% of B%.

accommodate perturbations, such as described

Without the need to gracefully

above, Y5 could be made equal to unity for all i,

simplifying Fig. 3.
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IMAGE CODING

The internal structure of RM2 looks much
like that in Fig., 3 with only the slight relabeling
shown in Fig. 4. Images are treated as sequences
of subpictures (arrays of pixels) in a manner
similar to the way sequences of images are treated
in the overall system. RM2 in Fig. 3 is replaced
by an "array processor' which, given an input
bit allocation by for the kth array, will code that

A
array to b, % b, bits. Given an allocation of Bi

k
bits for the ith image (Fig. 3) the initial bit

allocations, b, (0), to each of n arrays must

Kk
gatisfy the constraint

n

I
Z b, (0) = B (3)
k=1

This is similar to the constraints in (1) and (2)
except now the determination of individual rate allo-
cations cannolongerbe providedbyuser interven-
tion, The controlloopinFig. 4 handles rate errors,
|bk - %k , in amanner similar to thatin Fig. 3. Sim-
ulation results indicate that an array loop gain of

about 0,35 appears to be entirely satisfactory.

Rate Allocation

Before actual coding of an image, RM2 first
obtaing features from each subpicture (array)
which are useful in establishing priorities for bits
throughout the picture.

In some circumstances (e. g., viewing satel-
lites) many arrays may be entirely '"black space'
and carry no useful information. Simple detec-
tion schemes can easily determine when an array

should be treated as such,

INITIAL
ARRAY AIM RATE

by (0)
+| k
ARRAY
LOOP GAIN
A
RMZ B - 14' %o+ Ot |
v I

ARR
PROCESSOR ~

ARRAY
DELAY [T

k
ARRAY
DELAY

Fig. 4. Rate Control Loop,

Array Sequence
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Let

0 If kth array determined
to be black space

1 Otherwise

Using * to denote concatenation, the n-bit header
BS = BS1 * BS2 Hoea BSn, appearing at the start
of a coded image, would specify which arrays
would be missing in subsequent coded information,

This leaves Bi - n bits to be distributed among

arrays in the ith image.
For those arrays which are not "edited' in
(4) a feature we call "normalized activity" is com-
puted. It is basically an estimate of the bits
required to code an array under a prescribed set
of approximation parameters, normalized so that
the smallest equals unity. In particular, let Ali
be the normalized activity of the j'Ch array )
which has not been edited, wherej=1, 2, «-- n'.
Define M monotonically increasing ""enhance-
ment constants'" e(m), m=1, 2, «+++ M and the
constant OMIN® Then, starting withm = 1 and

increasing in order, determine

n
SUM (m) = Z (Al'( )e(m) (6)
=t
and
¢ (e(m)
(4)
R (7)

n}in a{f za (8)

The initial bit allocation for array kJ. of picture i

is determined by
m#*
by, (0) = ey« By (9)
J i
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where By is the bit allocation to the ith image
(Figs. 3 and 4).

Letting p be the number of pixels in an array,
Equa. 9 may be written in a more recognizable

form as

t mx Bi
bk(O)/P'—'(n oy ) - (10)
j i/ a'p

The lefthand side of (10) is the initial rate assign-
ment to array k. in bits/pixel. The term Bi/n‘p
represents a uniform (equal) rate assignment, in
bits/pixel, to all arrays that haven't been edited.
Thus n'a{?* can be viewed as a multiplier which
modifies aJ rate assignment from the uniform one.
A user would specify n‘aMIN’ rather than ) IN?
for a sequence or mission.

Observe that if an image is uniform in
activity all the a{? in (7) will equal l/nI so that
the multiplier n' d]ﬁ}*in (10) is unity for all arrays.
A uniform distributljon of rate results. By properly
choosing the e(m), the smallest multiplier will
gradually decrease to a limiting value of n' A MIN
as the spread in activity increases. Simulations
have shown that selecting a good fixed set of e(m)
is an uncritical procedure. A rate allocation
example is provided later in the section titled
"SIMULATIONS, "

ARRAY CODING

Transform

Basic to the coding of arrays in RM2 is a
simple transform using cascaded two by two
Hadamard transforms.[6] We will be brief here,

Denote the array of data points by CO(O)
where the zero in parenthesis meansg trangform
level zero. We will assume 64 by 64 pixel arrays,
the same used in present simulations.

Any two by two array can be considered as a
four component vector. Given two such arrays
K and ]§, with components a,.

1)

and bij respectively,
the scalar product of A and B'is given as

<X, B> = E a,.b,, (11)
ij7ij
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any A canbe written as

n ~y
A =4 E cka (13)
k

where the

= <X, H > (14)

are two by two Hadamard transform coefficients.
Applying these operations on each two by two in
data array CO(O) yvields a 32 by 32 array of S
coefficients denoted Co(l). The collection of all
other coefficients we denote by C(1,0,1). The '1'
in Co(l) and the first '1' in C(1, 0, 1) stands for
transform level 1. The meaning of the additional
notation will become clear later. Given Co(l)
and C(1, 0, 1), the original data array CO(O) can be
recovered by using each complete set of four
coefficients in the inverse represented by (13).
The coefficients in C(1,0, 1) are not trans-
formed further. However, the <o coefficients in
Co(l), which are two by two averages, statistically
behave much like the input data, The two by two
operations in (13) and (14) are applied to Co(l)
yielding a second level of transform coefficients,
CO(Z) and C(2,0,1), In general, the procedure
can be applied to Co(l) at tranaform level £ yield-
ing Co(l +1)and C(# +1, 0, 1). A block diagram
of operations is shown in Fig. 5 where T is used
to denote the collective transform operations on

each two by two making up an input array.

Coefficient Approximation

In the present simulations four levels of trans-

form coefficients are used although one or two
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INPUT €0 G2
DATA ARRAY —»i T | T ' T -
A

€0,0,1) 2,01 (3,0, 1)

Fig. 5. Cascaded Transform

should be adequate in more restrictive applications.
Starting with 8-bits/pixel input data the C(£),

¢ =1 terms are maintained at a rounded 9 bits
during the cascaded transform operations. Except
for the highest level, four here, coded approxi-
mations to the C(Z, 0, 1) represent the trans-
mitted data. We next define what these approxi-
mations are and how a particular set are chosen
go that the total number of bits used is close to
the allocated number (bk for the kth array in

Fig. 4).

For our purposes all coefficients in c(2,0,1)
can be thought of as stored in memory as a 9-bit
number plus sign (although a subtlety can reduce
this to 7 bits plus sign). Any such coefficient c
is represented in memory as the integer 4c. Thus
two of the ten bits are actually fractional, To

avoid worrying about fractions

'

we define C (£, 0, 1) as the set of

coefficients in C(£,0,1), each (15)
multiplied by four.

If C0(4) and each of the C.(E, 0, 1) collections
of stored coefficients were transmitted then the
original data array, CO(O), could be reconstructed
almost exactly by reversing the procedure in
Fig. 6. An occasional error would occur due to
roundoff errors during the transform process.
The distribution of stored coefficients in C'(l, 0,1)
tend to be distributed in the familiar unimodal
form about zero, Such distributions are conducive
to efficient variable length coding with the result
that an almost perfect CO(O) could be communi-
cated with between 3 to 6 bits/pixel, To achieve
lower rates, down to as low as 0.1 bits/pixel,
RM2 makes use of easily implemented entropy
reducing approximations to the numbers in
C'(l, 0, 1) and to which efficient coding can also

be applied,

Shift and round. A sequence of entropy reducing

approximations is trivially obtained by simply

reducing the degree of linear quantization. To be
explicit let c'(O, 1) 24 ¢(0,1) be the stored integer
representation of the true coefficient ¢(0, 1), That
is, c'(O, 1) ¢ C'(l, 0,1) and c(0,1) ¢ C(£,0,1).

1
Define an approximation to ¢ (0, 1) by

¢'(s,1) 2.8 [c (0, 1)]

S RO PR EX (R
le (0, 1)]

+0,51 2%, s=20 (16)

where [t] means the largest integer less than
or equal to §,, The corresponding quantized value

of the true coefficient is just

cls, 1) 2 c (s, 1)/4 (17)

Increasing values of the "shift" parameter
result in coarser quantization, At the same time,
the entropies of the distributions of c'(s, 1) that
result decrease, taking on the same unimodal
form but with gaps. Such gaps in the distributions
of c'(s, 1) when 8 > 0 can be removed for coding

purposes by treating the integer numbers

]
27%:'(s, 1) =,_C|LQLLLI[2‘SIC'(0,1)I +0.57(18)
(0, 1)

instead of c'(s, 1), This means simply leaving
the shift in after the shift and round operations.

If Ss[-] is applied to all stored numbers in
c (£, 0, 1) the resultant quantized set of numbers is
denoted by C|(£ 18y 1), Again, an approximation
to all the true coefficients in C{£, 0, 1) is obtained
by dividing all such numbers by four as in (17),
yielding C(¢, 81 1),

Thresholding. If efficient coding were applied
to the sets of numbers CI(IZ, 8y 1) the required
coding rate in bits/number would decrease in
steps as s, increased from zero., At the same
time the fidelity of reproduced coefficients that

result inC({, 8ys 1) would decrease. These
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rate/fidelity options tend to be too coarse for our
purposes here so that we need to define additional
approximations to C'(l, 8y» 1).

Given a positive or negative number { we
define a thresholding operation with parameter
t=21by

0if [t]<t
T[] = (19)

¢ otherwise

To obtain additional rate/fidelity options we apply
Ttﬂ'] to all numbers in C'(l, 8,, 1) after remov-
ing the distribution gaps via (18). Specifically,
with c'(sl, 1) e Cl(l, Sgs 1) the set of numbers

5y "By
2 Ttl [z c(sl,l):' (20)

c'(sl s t! )
1

will be denoted by C (¢, 8ys tt ). As before the

corresponding approximation to the original set of

coefficients, given as C(!l, SJZ’t!)’ is obtained by

dividing all numbers in C (£, 8y tl) by four as

in (17).

Distributiongaps. The gapsinthe distributions

of numbers in C'(l, 8 tl) are easily removed for

E ’
coding purposes. The effect of quantization is

[}
remoged by multiplying each element, C (Sl’ t, )s
by 2 © yielding from (20)

ot = T L2

8
Ic'(sl,l)]

(21)

y(s,,t,) =2 Lc'(s

and where we note that (18) is just a special case
with t, = 1. To remove the gaps caused by thres-
holding requires no more than the reversible

transformation from y(sz, tﬂ) into z(sl, tl) where

0 if y(s,,t,) = 0

|2(s,,t))] (22)

Iy(s,nt)] - t, +1
Otherwise
The resulting distributions of numbers will
have no gaps caused by the operations Ssl [+] and
Ttg [-1.
with a spike at zero which increases with increas-

They can be characterized as unimodal
ing tl'
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A summary of the relationships described

above is given in Fig. 6.

4 SHIFT AND 2

ROUND
% C'(L,0,1) s, ] Cap 1) J\
&t on STORED FORM ! N

EQUA. 16 RENTOVE
GAPS
3
1/4 4
4 2 THRESHOLDING
C'(L, 5y 1) /L T [
c"""p’—é‘ O i
I EQUA. 19, 20
REMOVE
GAPS
EQUA. 22
TO CODING

Fig. 6. Shifting and Thresholding,

Coding Definitions

Given a set of numbers, x, we let o[ x]
denote the coded form of x. That is, &[x] is a
sequence of bits which can be '"decoded'! back into
x. Z(®[x]) will denote the length of sequence
¢ [x] in bits. £(®[x]) will mean an estimate of
Z(®[x]).

Space limitations here prevgnt a precise
specification of &[-], Z(*) and £(-) when applied
to the various data sets such as C'(l, 8 t!). Such
details will appear in a.later document in progress.
However, the techniques basically involve exten-
sionsg of the adaptive variable length coding con-
cepts described in Ref. 7. Fortunately the simple
definitions given above are adequate for our
purpose here.

Interestingly, the variable length coding
effectively carries RM2 rate allocation to a minute
level, assigning more bits to local spatial areas
with active data (e. g,, transitions) than to regions

which are relatively quiet.

Allowed 8ys tl

In the present simulations the following data

sets may be selected for communication at levels
1, 2 and 3

1
C(£,0,1) and

s, = 0,1,2,3,4

C'(.E,st,tl) (23)

2
n

2,3,4,5
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This gives 21 rate/fidelity options to choose
from at each of the first three transform levels.

At level 4 no thresholding or quantizing is
applied to the stored coefficients. DBoth CI(4, 0,1)
and C0(4) are encoded without modification. The

choices in (23) reflect present gimulations.

Coded Output Format

Let EJZ and t—z be the chosen parameters at

level £, then a coded approximation to the original
N
input array CO(O)' denoted CO(O), will appear as

Q[éo(o)] = 2[Cy4)] ¥ 3[C (4,0,1)] ¥5,

—_ t —_
# T, % B[ C (3,55, T *

%2

koo T re[C(LSL T (24

where again * denotes concatenation and Ez,fﬁ

are assumed to be in binary form. The remaining
problem is to specify how EJZ and ?1 are selected
so that

2[EyoD & b (25)

where b is the bit allocation to the particular array
before processing begins (bk for the kth array in
Fig. 4). Related to this problem is a definition

of "array activity," the feature used in (6) - (10)
to reallocate a fixed number of bits among several

arrays.

Initial Rate Allocations

After coding transform level four there

remains
b = b-2(e[Cy4)]) - 2(@[C (4,0, 1] (26)

bits to distribute between levels 1,2 and 3.

At this stage the problem becomes much the
same ag we have already seen in coding first
sequences of images (Fig. 3) then sequences of
arrays making up an image (Fig. 4). Here
instead we have a sequence of transform levels,
starting with level 3, The b bits in (24) must be

initially distributed between the three levels in a

manner which reflects their relative need for
bits. Once the initial allocation of bits is com-
pleted, coding is initiated at level 3 and then
proceeds on to level 2, then 1 (see 24). A control
loop, structured exactly as in Figs. 3 and 4, takes
care of adjusting the bit allocations at lower levels
because of errors between the bits allocated and
the bits used at higher levels. This procedure
should be self-explanatory at this point and no
diagram will be given.

Let rz(O), g =1, 2, 3 be the allocated bits
to each level before coding is initiated. If we
only account for the fact that level £ has four
times as many coefficients as level £ + 1 we get

the "uniform'' bit allocation

rﬂ(O) =z —g——— b (27)

Frrors in low frequency information (higher £)
tend to be more damaging so that it ig desirable
to weight the bit allocations accordingly. In
addition, the relative activity of coefficients at
the different levels (e.g., variance in coefficient
distributions) tends to be different at the different
levels and change from array to array. The bit
allocation given below extends (27) to include both
of these factors, We let

Py 2 '
r, (0) = (_—__4;_11A) b (29)

where B, is an emphasis factor for level £

satisfying

3
Z B, = 1 - (30)
1=1

A
2(2[C(,8,(0),2)])

% = (no. ofcoefficients) (31)

at level £

is level activity, and
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3
- Py 2y
A = Z (—41_—1-) (32)

£=1

is array activity (see (6) - (10)),

Note that array activity, 2, is an estimate
of the number of bits/coefficient required to code
the coefficients of level £ under a fixed set of
approximation conditions, namely 8, = 8, (0) and

1:1 = 2. Typically [31 < ﬁz < Bs-

Selecting 8, and t£

Once an initial allocation of bits has been
established in (29) coding can begin, starting at

level 3. The procedure is nearly the same at all

levels, first s, = -é-! then t, = t—z is determined
A -
such that &( @ [C'(l,sz,tz)]) X r, where r, is the

allocated bits at level £ when coding begins,

Recall that a control loop adjusts for errors in
achieving the allocated bits at higher levels. Only
g = 1,(0)

Starting with 8, = 51(0), the algorithm for

at level 3 is it assured that r

finding 8, = ;1 - changes 8, until it is determined

that either
A ' s
Z(o[C (£, Sl’t R r, (£10%) (33)

or that S, is the largest such that

A 1 *
Z(2[C (t,5,,t)]) >r, (34)

where t* = 1 if s, = 0 and 2 otherwise. If (33)
is satisfied for the chosen s, = ?1 then -ﬁ} =t,

otherwise t, still needs to be determined. When

1
(33) is not true for s,, and{ = 2 or 3, t, is incre-
I ]

mented until either

A ] —

2@[C (5,57 1, (35)
or that t, is the largest such that

A v

Z(3[C (I’SQ’tf)])>r1 (36)

At levell this criterion is changed slightly to choos -
ing the t!Z which results in the closest approxima-

tion to Ty.

lOnce _s-z , t—l are determined the actual coding
of C (£, 8y tﬂ) takes place, the output appearing
in the appropriate location in (24), preceded by a
header identifying the choice of _s} and FI' An
implied control loop adjusts r, _1(0) to compensate
for an accumulated difference between target

rates and actual rates of higher level arrays,
INVERSE OPERATIONS

Direct Inverse

Once the variable length coding in the sequence
@[60(0)] of (24) is unraveled, a straightforward
inverse transform can be applied to the data sets
Cy(4), C(4,0,1) and C(E,E'I,t_ﬁ), £=1,2,3 to
retrieve an approximation to the original data
array CO(O). The procedure is illustrated in
Fig. 7.

A A A A
Coll=Colh) ~ Co@=Cyl2) ~\ CoII=Cy® ~ o =Cold)

A
Co@=C,0

<5, 1) 2,5y 1y Cl37y Ty 0,1

Fig. 7. Direct Inverse Transform.

R Starting with level 4, each o coefficient in
Co(l) {(which is an approximation of a 22 by 21
array average) is combined with approximations
to the corresponding s €y, sy coefficients in
Cc, 8y» tg ) using the two by two inverse Hadamard
transform in (13), Each operation produces
approximations to four of the original ¢, terms
from level 4 - 1, elements of Co£ - 1). Each

£-1 by 2t-1 array

term produced represents a 2
average., The collective operations performed on
all of é\o(j) is simply;\ienoted by T lin Fig, 7
and yields the result CO(Z - 1). The procedure
continues until £ = 0 and the ¢p terms produced

are approximations to the original array Cqyl0).

Adaptive Inverse

Simulations of images reconstructed through

use of the direct inverse transform in Fig. 7 have

*Recall that C(f,sy, %) is obtained from C'(!,-a_l »ty) by dividing all numbers by four. The symbol " overa
data set, such as 0{(?), means an approximation or estimate of the original numbers in ColL).
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exhibited good to excellent rate/fidelity perfor-
mance. However, such reconstructions are sub-
ject to the familiar, and subjectively annoying,
squaring effects characteristic of many transform
techniques. These effects canbe substantially
reduced, without loss in edge fidelity, by modifying
the inverse operations to make use of the corre-
lation between c coefficients and the constraints
imposed on ¢y, ¢, and sy coefficient errors by
the operations SEJZ[. ] and TE!Z [-1.

AN
Intermediate results. Let C. (£) be the result

(
0
of applying th?\ adaptive inverse algorithm at level

¢ + 1, where Co(ﬂ) denotes a refined estimate
of the original ¢ coefficients at level £,
Co(l ). Applying the direct inverse operations,
-1, to Colt)

an approximation to the original <9 coefficients

and C(1, EI’E) yields, as before,

in CO(JZ - 1). This time the set of numbers we
obtain is an intermediate result we'll denote by
XV (¢ - 1), Processing of WO(I - 1) results in
CO(!Z - 1) which can be used to pro</:\eed on to level
£ - 2. The procedule starts with é = CO(4
and continues until C‘O(O is obtamed Noting that
the processing of Wo(i - 1) is constrained by

information in C(2, 5, ?1) and Eﬂ, ?ﬂ a block

diagram of the procedure so far is given in Fig. 8.

The symbol P, is used to denote the combined
processing of all of W0(£ - 1), Pyis assutmed to
have no effect when gi = 0 and '1:-2 =1 (e.g., when

L =4) Y, is a parameter to be specified later.

Natural spatial position. Before defining PQ in
deta11 note that the sets of numbers C (! -1y,
0(1 - 1) and WO(JZ - 1) should be v1ewed as two

dimensional arrays with each number located in
its "natural spatial position.' That is, the o
coefficient 1n C (JZ - 1) which represents a

particular 2 by subarray average in

A
w.(f-1 Ca(f)
éo(f-l) [ —— PI 0 T-] 0
y] ;P,FI
C(f,i},, TP)

Fig. 8. Adaptive Inverse,
Level £.

0) should occupy the corresponding spatial
p0311:10n in C (1 - 1), When CO(O) is a 64 by 64
da[’céa &rzia]y, ([!g-( _1] 0(JZ - 1) and Wo(l - 1) are

by 2 arrays. Sincethenumbersin

Wy(t - 1) and Co(f - 1) represent 281y 2?1
averages, when £ - 1 > 0 the elements of both can
be expected to have two dimensional correlation
properties similar to those of sampled data
arrays, provided the natural ordering is main-
tained. As a consequence, simple estimation
procedures which are effective when applied to
data arrays CO(O) and WO(O) can be expected to be
effective when applied to Co(l - 1) and Wo(l - 1)
fort -1 > 0.

~

Two by twoprocessing. The algo/\rithm for chang-

ing the intermediate WO(£ - 1) into 60(2 - 1) oper-
ates on individual two by two arrays in a naturally
ordered Wo(l - 1), one at a time and in a specified
order (e.g., first row, second row, etc. Yo The
processed numbers from a given two by two may
be used in processing subsequent two by twos.
When all two by two}-% have been processed the
combined result is C (JZ - 1). Except for the
number of two by twos processed, the algorithm
performed at each level is identical.

Let

=e
il
(N
-3

be an unprocessed two by two array of Wo(ﬂ - 1)
which is not on the border of WO(I - 1). Also
let E Jbe elements of W (JZ - 1), processed or
not, wh1ch spatially surround W as in Fig. 9.
With Yy_1 a.level £ - 1 parameter satisfying
0= Yy 1S 1, each W, is re-estimated using sur-

rounding data as

(1 -v,)
Ao ) E:
w, = Y, W3 +————3 Ei,j (38)
j

giving the array

A A

A [ Wg W

W = ‘_ A N (39
Wi W2

Note that errors in this estimate due to

errors in the { El,j} tend to be compensated

SPIE Vol. 66 (1978) Efficient Transmission of Pictorial Information / 81

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

—r—r—rﬂ
o
]
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]
N N

Fig. 9. Two by Two and Surrounding Data.

for by the fact that, for a given i, each Ei,
comes from a different two by two.

If we apply' the two by two Hadamard trans-
form to both W and W using (14) we obtain the

sets of coefficients

xk(?ﬂ,i}) =<W, Hp>
(40)

A A
xk(O,l) = <W, H’k>

Now xl(gl'tl N 2(31 Z } and x ( 85, 1) are trans-
form coefficients as transmltted that is, ele-
rnents of C(4, sl, T:}). Whereas xl(O 1y, 2(0 1)
and & (0 1) represent estimates, from surround-
ing data, of the original coefficients in C(#, 0,1)
If the ;A:k(o, 1)}

are indeed valid estimates of the true coefficients,

before shifting and thresholding.

then operating on them with S5 [ ] and T; [-]
should produce the same set of transmitte
numbers {xk(sz, ) )}. We next make use o—f this
principal to guide a decision to use xk(sl, tjz),
%,.(0,1) or some modification of %0, 1).

In order to make more direct use of equa-

tions developed earlier we let

= 43 (3,,%,) and ;’E;C(o, 1) = 4% (0,1
(42)

XN
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where we recall that xk(s z) is simply the

stored integer form of xk( 27 ?1:) (see (15), (17)
and Fig, 6).
Making use of (16) and (20),

1
any estimate xk(O, 1) must satisfy

the final form of

-3 ,
=2 T, [z £ ss_l[é\:k(o,l)]J (42)

Here we w111 treat only the case of primary inter-
estwherexl(z tﬁ) -x(s z = 3(31,1:;2):0'

We define

B
I3 A
2 Sgg[ xk(O, 1)] ,

s
[]
o
]

(43)

Then if A < tl we choose the final form for the
two by two array W to be W If Az t! we obtain
this output by applying the inverse two by two

Hadamard transform to

x0(3,.5) a%,(0,1)
(44)

aé}3(o, 1) Q;A;Z(o, 1)

We recognize o« as a scaling factor which makes
a?;k(o, 1) satisfy (42).

The condition in (42) is much more restric-
tive when some of the transmitted coefficients
are non-zero. As a result the algorithm presently
simulated will tend to accept W unmodified a
large percentage of the time. It basically leaves
edges alone,

Observe that when W lies on the border of
Wo(l - 1) the surrounding data, Ei J’ may still be
available. Provided the partlcular W does not
lie on the border of a picture, the necessary E 1, j
can be obtained from the corresponding transform
level of adjacent 64 by 64 data arrays. Present
simulations have shown that this eliminates
noticeable transitions between adjacent data arrays

even at very low data rates.
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Comments. Theadaptive inverse algorithm
described above has not been shown to be optimum
in any fashion. It is however both practical and
effective in improving subjective fidelity and in
reducing mean-square-error. It is felt that both
gimulations and analysis could lead to more
sophigticated adaptive versions with worthwhile

additional performance benefits.
RM2 IMPLEMENTATION

Based upon preliminary implementation studies,
it was estimated that 300 to 400 CMOS integrated
circuits would be required to implement the RM2
compression algorithminthe form described in
this report. -Sucha designwould accommodate an
80 KBS input data rate. More restrictive applica-
tions could reduce this substantially although the
300-400 chips is considered quite practical. Con-
tinuing advances in solid state technology promise
to further minimize the chip count.

It is of interest to note that the transform
implementation is almost trivial since it requires
no more than an iterative application of a two
by two fast Hadamard transform, The rate
allocation algorithms could ideally be performed
by microcomputers, a likely element in future
flight data systems. This was not assumed in the
estimates however. Much higher speeds could
be accommodated by using a more parallel struc-

ture than the one assumed.

SIMULATIONS

A study was recently initiated to investigate
the applicability of AICS to advanced Pioneer
missions which incorporate imaging., Sample
images have been selected for this purpose by
imaging scientists to be representative of
expected mission targets, and via processing,
to exhibit characteristics similar to those of a
planned Pioneer CCD camera, We will present

some preliminary pictorial results.

Mercury Closeup

One of the sample images to be used in this
study is a 512 by 768 closeup of Mercury derived
from the recent Mariner flybys. A standard

stretched display of this scene, including

histograms, is given in Fig. 10. A more reveal-
ing displayis shown inFig. 11, Hereatwodimen-
sional filter which tends to equalize average bright-
ness throughout the scene was applied. This permits
amore severe contrast stretchtobe used, enhancing
visual detail on film. These operations are
representative of the block labeled "image pro-
cesging' in the overall AICS system diagram in
Fig. 2.

RM2 Compressed

Examples of images compressed by RM2 at
rates of 2.0, 1,33, 1,0, 0.66 and 0,5 bits/pixel
(compression factors of 4, 6, 8, 12 and 16) are
shown in Figs, 12-16 respectively. The same
critical display technique of Fig. 11 is used.
Except for the rate; all internal parameters of
RM2 were identical in each case. These are
noted in Table 1. The reader may refer to the
appropriate section for further details. In
addition, a simple black space detection algorithm
was employed (see (4) and (5)) to illustrate the

idea.

Table 1. Parameters for Simulation Examples

Parameters Used for Where
Picture Loop Rate Control Fig. 3
Gain =1,0 Within Imaging

Sequence
Array Loop Rate Control Fig, 4
Gain = 0, 35 Within an Image
e(m), m=1, Rate Allocation Equa.
2,4++8 to picture arrays 6,7
0.0,0.5,1.0,
1.5,1.9,2.2,
2.5,2.8
na g = 0.35 Rate Allocation Equa.

to picture arrays 6-10
Initial shifts Obtaining Array Equa,
8.,(0) = 8,(0) Activity; starting 31-34

! 2 int for findi

=2, 53(0)=1 po or finding

5, .

£
51 = 0,2, Frequency Equa.
_ Emphasis 29-32

By = 0.3,
B3 = Ve
Yy =Y, = Y3 Adaptive Inverse Equa. 38
= 0.6 Estimation
- Parameters
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Mig. 10. Stretched Pioneer Test Frame
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Rate distribution. The top and bottom of the

Mercury picture were separately treated as a
sequence of two 256 by 768 images. It is of inter-
est to look at the initial rate allocation to each of
the-48 arrays making up the top half as a result
of the algorithm described in (5) - (9). This
demonstrates one aspect of the adaptive nature of
RM2.
from (32) is shown in Fig, 17,

The distribution of array activities derived

Choosing the image rate of 1. 33 bits/pixel
as an example {(Fig. 13), the application of the
algorithm in (5)-(9) yields the initial rate alloca-
tions in bits/pixel to each of these arrays
shown in Fig. 18,

Observe that the two arrays in the lower
righthand corner have been allocated a rate of
zero bits/pixel, These have actually been edited
(see (5)).
noted from Figs. 10 and 11.

No real data has been lost as can be

Without the editing
they would have been assigned a rate of around

0. 5 bits/pixel, the same as for the low activity

arrays immediately above. The rate assignments
to other areas reflect their relative activity, with
one extremely active array receiving over

3 bits/pixel,

Controllooperror. Atthe completion of the top

half picture the rate error (€, in Fig. 3) was
1125 bits or 0. 006 bits/pixel. All these '""unused
bits'' were used to adjust the rate of the bottom
half picture (i.e., a picture loop gain of 1). At
all other compression rates |€i | was quite

similar.

Rate/fidelity. Recallthatbecause of the con-
catenated Reed-Solomon/Viterbi ChannelinFig. 2
any rate/fidelity tradeoffs provided by RM2, as
in the above sequence of images, represent true
end-to-end communication system tradeoffs.,

Further, the user could specify any intermediate

: CIA-RDP80B00829A001100060001-0

rate and expect a smooth monotonic relationship
between the rate specified and the fidelity obtained.
These considerations and a preliminary assess-
ment of RMZ2 performance fromthese examples and
other simulation results gives AICS in Fig. 2 an
effective average information rate capability of 3to
5 times that of the Jupiter/Saturn Communication
System in Fig. 1. Similar comparisons with an
uncoded communication system, such as that of
the recent Mariner Venus/Mercury flybys, would
yield an AICS information rate advantage of up to
10 dB.

A _more extensive evaluation of RM2 when
applied to planetary imaging data will come
from the Pioneer study. Applications of RM2 to
other problems is being investigated and initial
results have been excellent. In addition to tailor-
ing the simulation version of RM2 described here
to specific applications, further improvements
in performance can be expected from extensions
and modifications to the algorithm. Particular
emphasis here should be placed on expanding the
rate allocation concepts and improving the adap-
tive inverse. Also important is the specification
of simpler versions of RM2 for more restrictive
applications in which being extremely adaptive

is not important.
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ADVANCED FACSIMILE SYSTEM
AND NETWORK APPLICATIONS

John W. Watkins
Harris Corporation, Electronic Systems Division
Melbourne, Florida 32901

Introduction

Laser, acousto-optics and dry silver material technologies were designed into an advanced facsimile system to achieve
high recording speeds, high copy resolution, and chemical-free operation. The basic system was designed so that its per-
formance specifications can be modified over a wide range with minor changes required to enable a broad spectrum of
applications to be addressed.

The technologies that were used and the design features of the facsimile system are reviewed in this report, including
a description of the unique optics bench that was designed to provide electronic control of its performance parameters.
These unique features, along with the modular design of the system, provide the versatility required to satisfy a wide range
of network applications.

Laserfax Design Objectives

Facsimile and hard copy display applications have been found to-require a relatively wide range of operational and
functional specifications. While it would be difficult and expensive, if not impossible, to develop a single system that
would satisfy all requirements, an approach has been devised by which a significant segment of the applications can be
addressed through o functionally designed system whose specifications can be modified significantly without requiring a
major redesign.

It was first determined that although the facsimile system to be developed would be capable of transmitting and repro-
ducing printed documents, its principal capability would be to satisfy those applications that-require quality photographic
reproductions. Therefore, the system trade-off for a specific application is usually between the desired spatial resolution
in the output copy and the transmission time over a predefined data link. The dynamic range or the number of gray shades
in the reproduced photograph is normally not a significant trade-off parameter. Thus, the next constraint that was placed
upon the design was fo require that the resolution of the system be easily modifiable with the document scanning rate being
treated as the dependent variable.

With new telephone, microwave and CATV data links becoming more available, it was also desirable for the overall
speed of the system fo be changeable while causing a minimum impact to the basic system design.

In addition to-the system versatility described above, the equipment would have many convenient operational features
such as, copy reproduction on a dry recording material, low cost per copy, daylight loading of the recording material,
ease of operation with no operator required at the receiver, low maintenance, high reliability, easy access to all sub-
assemblies for service, and others.

System Configuration and Operation

The drawings presented in Figures 1 and 2 show cross-sectional outlines of the major subassemblies in the facsimile
transmitter and receiver, respectively. In the transmitter, the document or photograph to be transmiited is placed in the
input chute. Upon command, the capstan drive translates the document past the scanning laser beam that is projected from
the optics bench and that is brought to focus on the document as depicted in the figure. With the intensity of the laser
beam being held constant from the optics bench, the light that is scattered by the document and that falls onto the detector
is therefore proportional to the reflectivity of the photograph or document being scanned. This video signal is then ampli-
fied and conditioned for transmission over the data link that has been selected for the particular application.

In the receiver, unexposed dry silver paper (3M Type 7771) is fed from the supply cassette around the capstan drive and
past the exposure station where the modulated laser beam from the optics beam is brought to focus. After exposure, the
paper progresses up through the paper feed mechanism towards the heat processor. When the transmission is complete, the
paper is brought forward until the exposed paper passes the cutter bar where it is then cut. The unexposed paper is then
retracted to the exposure station and the exposed sheet progresses through the heat processor where it is developed and
delivered out the exit chute into the stacking tray.

The major subassemblies in the receiver are the capstan drive, the paper supply cassette, the heat processor, the optics

bench and the electronics assembly; and in the transmitter, they are the capstan drive, the optics bench and the electronics
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Imagery Transmission System (ITS)

The Harris ITS is a high speed, photographic quality, secure, digital
facsimile, switched network which is currently installed and can
provide full duplex connections for up to 60 subscribers.

Secure

Digital T-1 Rates (1.544 Mb/s)

One Minute Transmission

Full Duplex, Simultaneous Voice/Data
TEMPEST Qualified

Multi-Terminal Broadcast Connections

oooocoo

OoOUugoa

Automatic Unattended Receiver Operation
Automatic Opaque/Transparency Scan

285 Scan Lines Per Inch, 6-Bit Quantization
Dry Silver Output

Switch-Selectable Contrast Enhancement
Loopback Fault Diagnosis
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The central site consists of a computer-controlled
nonblocking space-division solid-state switch
capable of providing point-to-point and broadcast
connections on prearranged subscriber lists. The
ITS terminal consists of a Harris facsimile trans-
mitter/receiver pair and a voice-control unit which
are connected in a network arrangement to provide
full-duplex simultaneous voice and imagery data
over secure T-1 digital lines. The terminal operates
at 285 scan lines per inch and 6-bit pixel quantiza-
tion to provide extremely high quality photographic
images on 3M Dry Silver paper. Transmission time
is one minute over 1.544 Mb/s (T-1) data links
conditioned through standard COMSEC interface
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equipment. Various terminal modes are available
including unattended receiver operation. A status
panel provides the operator with continuous status
display of all terminals on the network including
in-service, out-of-service and busy conditions. The
facsimile transmitter is capable of automatically
detecting and scanning either opaque paper copies
or transparent film copies. Up to four object
enhancement curves with PROM density transfer
functions are provided to modify the imagery for
shadow stretch or glint enhancement. Several loop-
back modes are designed to ease maintenance by
quickly isolating system and terminal faults.

HARRIS CORPORATION Government Systems Group
Communications Systems PC.Box 37 Melbourne, FL 32901+ (305)727-4311
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back modes are designed to ease maintenance by
quickly isolating system and terminal faults.

HARRIS CORPORATION Government Systems Group
Communications Systems P0.Box 37 Melbourne. FL 32901 (305) 727-4311

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

PAPER FEED E.
MECHANISM

INPUT READ
FOCAL CHUTE DETECTORS

POINT LASER

X
1/ ] __— PROCESSOR

CUTTER

IT CHUTE N

DRIVE

CAPSTAN LASER

-1~

(2)
l ' ,} OPTICAL
’ sureLy — \/ - sencH
OPTICAL
EX!T/ — BENCH
CHUTE T
ELECTAONICS /r \
DRIVE MOTOR FOCAL FOINT
DRIVE CAPSTAN ASSEMBLY
Fig. 1. Facsimile transmitter system configuration. Fig. 2. Facsimile receiver system configuration.

assembly. Each of these subassemblies has many unique features that could be discussed in length. However, in keeping
with the purpose of this report, only those features that help clarify the system approach, operation and versatility will be
discussed here.

The speed of the paper in both the transmitter and receiver can be modified over a wide range by either replacing the
drive motors or part of the drive assembly. In many cases, the desired speed can be achieved by simply changing a drive
belt and pulley. Thus, the desired paper speed for a particular application can readily be achieved.

For applications that require data rates that are significantly higher than can be transmitted over conditional telephone
lines, a broadband single element silicon photodetector is used. The mechanical mounts for both detectors are compatible
with the assembly.

The electronics subassembly is functionally designed with unique functions being isolated to individual circuit cards.
This permits a specific function to be modified by interchanging the corresponding card. The entire electronics assembly,
including the motherboard, can be replaced with another assembly to satisfy those applications with significantly different
system specifications.

Although the optics bench was designed so that it can be modified to satisfy a wide range of applications, it possesses
a few unique features that encbles many requirements to be satisfied with little or no modifications required. The key to
the versatility of this facsimile system lies with the optical system design. Therefore, it will be discussed in more detail
throughout the remainder of this paper.

Optical System Description

The basic optical system is the same for both the facsimile transmitter and receiver. It is a straightforward coherent
optical system design consisting of a 2 mW helium neon laser, an acousto-optical modulator, focusing lenses and a galva-
nometer. This configuration is shown in the conceptual diagram that is presented in Figure 3 and in the optical system
schematic that is presented in Figure 4. A long photodetector is mounted on the outside of the optics bench in the trans-
mitter to detect the light that is scattered off of the document that is being transmitted.

This basic optical system was designed to scan and reproduce photographic documents with a spatial resolution across
an Yl-inch or less flatbed scan of up to about 300 TV lines per inch within a transmission time of about 1 minute or longer
(8.5- by 11-inch document). With 3M Type 7771 dry silver paper as the output medium the system is capable of reproduc~
ing up to about 12 shades of gray (IEEE facsimile chart) in the output copy .

As will be discussed later, the spatial resolution can be substantially increased above 300 lines/inch by making
relatively inexpensive modifications to the optical system. The transmission time can also be reduced for many applications
by utilizing a 6 mW laser that is mechanically interchangeable with the 2 mW laser. More expensive coatings can also be
used on the optical elements fo further improve the overall efficiency of the optical system. The light intensity at the -
paper can be increased by using a more efficient AOM than is used in the basic system,

Refer to the optical system schematic shown in Figure 4. The laser beam from the 2 mW laser is projected through the
acousto-optical modulator (AOM) and brought to focus on the optical axis by lens L1. This focused spot is reimaged by
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Fig. 3. Laserfax conceptual optical system diagram.
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Fig. 4. Laserfax optical system schematic (typical parameters).

fens L2 onto the paper after the beam has been reflected by a mirror that is attached to the shaft of the galvanometer. Sta-
tionary mirrors that are used to fold the optics path info o rigid and compact optics bench are not shown in Figure 4. A
beam splitter that is located between the AOM and lens L1 is also not shown in this figure. lts function is to reflect part
of the laser beam onto a small photodetector to provide a feedback loop to the AOM that is used to normalize the output
power of the laser.

In the mechanical package of the optics bench lens L2 is hard-mounted a distance of 639 mm from the paper and the
galvanometer is located a distance of 593 mm from the paper. Lens L1 is attached to an axial adjustable mount for two
reasons. First, this provides a focus adjustment in the system after the bench has been assembled . The second bui-most
significant reason is that lenses with different focal lengths can be mounted in this location to provide a wide range of
spot sizes at the paper. As will be discussed later, this is a significant feature where a high resolution system is fo be
achieved.

The diameter of the laser beam fo the left of the lens L2 is normally about 0.9 mm (1/e2 points). In the system shown
in Figure 4 the beam has been expanded to 4.6 mm by the lens combination. The diameter of the focused spot at the paper

is therefore
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d = —47?% = 0.112mm = 0.0044 inch.

o]

It is clear that if this spot is used to reproduce photographs at a scan line density of from 100 to 200 lines/inch, a
significant raster structure would be present in the output copy. To prevent the raster structure and to provide added ver-
satility to the optical system, the focused laser spot at the paper is deflected perpendicular to the galvanometer scan
direction at a very high rate. This high rate vertical scanning is referred to as spot dither and is achieved with the AOM.
The drive signal to the AOM is amplitude modulated with the video signal in the receiver but its amplitude is held constant
in the transmitter. It is also frequency modulated in both the transmitrer and the receiver to achieve spot dither at the
paper. Figure 5 shows the effective spot profiles in both the
horizontal and vertical dimensions with dither providing spot
elongation in the vertical dimension. The parameters presented
in the figure are for a typical system with a scan line density SCAN DIRECTION~.

of 110 lines/inch. S~

. EE ACROSS 5CAN

It is clear that the line height can be decreased by reduc-
ing the frequency deviation of the FM signal to the AOM and
the line density can be increased by either driving the paper
at a slower speed or by increasing the scan rate of the gal-
vanometer. Hence, the resolution of the facsimile system is
now electronically controlled. The speed of the galvanometer
is directly proportional to the video signal bandwidth. And, ; ) "
the speed of the paper determines the transmission time. These S e (‘mousm;sopzm.:cm v
electronically controlled system performance parameters are
the trade-offs that provide the versatility that is required to
enable a wide range of applications to be readily addressed
with this basic facsimile system. Fig. 5. Typical spot profile for Laserfax system.

ALONG SCAN
PROFILE
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AN OPERATIONAL VIDEO DATA COMPRESSION SYSTEM FOR ATS AND ITOS

R. L. Kutz
NASA
Goddard Space Flight Center
Greenbelt, Maryland

L. D, Davisson
University of Southern California
Los Angeles, California

Abstract

An operational data compression system has been developed and implemented for transmission of digitized ATS
and ITOS~VHRR satellite video data over the wideband communication link between the Wallops Island, Va. Command
and Data Acquisition Station and the National Environmental Satellite Service at Suitland, Md. This system uses mini-
computers for the coding and decoding of the data to achieve maximum flexibility together with specially designed inter-
face equipment for greater efficiency. No loss in data quality occurs due to the compression, and, in certain cases,
data is transmitted which would be otherwise unavailable due to the limited channel capacity. This paper describes the
method of compression, the equipment used, and the compression results attained.

Summary

A real-time programmable data compression system has been developed for operation over a digital wideband com-
munication link between the National Environmental Satellite Service (NESS) Wallops Island, Virginia, command and
data acquisition station and the NESS Data Processing and Analysis Division at Suitland, Maryland. The NESS is part
of the National Oceanic and Atmospherie Administration (NOAA) of the Department of Commerce. The source data
consist of satellite derived images of the earth from which environmental data are extracted by NESS and others. Four
spacecraft have been used to provide the source data. The first imagery data used came from the Applications Tech-
nology Satellite (ATS) 1 or 3 Spin-Scan Camera and the imagery currently being employed comes from the NOAA 2 or 3
spacecraft Very High Resolution Radiometer (VHRR). The imagery data are received at Wallops Island, Virginia, com-
pressed, transmitted over a 300 km wideband ground link to Suitland, Maryland and reconstructed in real-time. Using
general purpose minicomputers together with specially designed input/output channels, a reduction in channel time-~
bandwidth requirements of two-to-one can be attained with zero loss of data quality with respect to the quantized uncom-
pressed data. As far as the final user is concerned, the system is invisible. Because of the tremendous flexibility of
the minicomputers, it is possible to vary the compression algorithm and to perform auxiliary tasks such as data for-
maftting. The compression system has seen continuous use 18 hours a day from December 1972 through July 1974,

Introduction

For many applications, technology has created the ability to generate ever increasing amounts of data. With the
generation of this data comes the.increased cost of transmission, storage, and processing in proportion to the greater
channel capacity required, Data compression is a highly promising technique which can be applied to reduce the
increased capacity requirements through more efficient coding of source data. Such techniques have been studied for
the last ten years but as yet have had little impact on actual operations due, at least in part, to the increased hardware
complexity, lack of appreciation by operational people, and reluctance on the part of users to allow their data to be
subjected to any more manipulation than is absolutely necessary. The time has come, however, when economic con-
siderations necessitate the careful review and evaluation of techniques that suggest a more cost effective use of the
channel storage and computer capacity, e.g. data compression. This paper describes one important application to an
operational situation.

Large quantities of earth~observational data are now generated and it is possible to apply sophisticated processing
to that data for many purposes, Principal among these data are meteorological observations for the many aspects of
weather prediction with their obvious economic benefits. The use of satellites to acquire images of the earth on an
operational basis has dramatically increased the quantity and quality of data involved in weather prediction. The NOAA
image data are transmitted from two Command and Data Acquisition (CDA) stations to a central location for computer
processing, No processing capability exists at the CDA stations, The particular link used for the data compression
system to be described is a microwave link between the CDA station at Wallops Island, Virginia and the Data Process-
ing and Analysis Division of NOAA/NESS at Suitland, Maryland. This link has been used operationally since 1969 for
digital ATS spin sean image data without data compression. The recent deployment of the Synchronous Meteorological
Satellite (SMS) involves the transmission of higher resolution data than currently installed NOAA/NESS ground trans-
mission equipment can handle, It is apparent that the channel capacity needed to transmit meteorological data will con-
tinue to increase as the multiple SMS and TIROS-N spacecraft go into operation,
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With the required large channel capacity, data compression provides a method for significant economic savings in
transmission costs. Basically, data compression in this application is based on the fact that data from TV pictures of
the earth have a significant amount of redundancy from one resolution element to the next. Nevertheless, since it is
not known, a priori, where the redundancy will exist within the picture, the data transmission system without data
compression is generally designed as if no redundancy exists. In effect the system transmits each resolution element
independently, Data compression techniques involve the processing of the picture data to remove redundancy prior to
transmission so that a reduced quantity of data is transmitted, Upon reception of the compressed data, processing
reinserts the redundancy to reproduce the original image data,

Because of the potentiality of data compression, a feasibility study was initiated by the University of Southern
California in participation with and under contract to NASA Goddard Space Flight Center with the cooperation of NESS,
Theoretical studies complemented by an empirical analysis of taped digital data verified that data compression could
be applied at a significant economic savings to ATS video data. After the NOAA-2 spacecraft launch in October of 1972,
the ATS derived data compression algorithm was applied to the NOAA-2 Very High Resolution Radiometer (VHRR) data.
A performance comparison verified that the ATS data compression technique could also be used with VHRR data to pro-
duce a significant economic savings. A more detailed description of the data, the compression techniques, and the
equipment is contained in the succeeding sections.

Data Source

Two types of spacecraft have been used to provide the source data, The first type is the ATS (1 or 3) spacecraft
in geostationary orbit — height 35,780 km, period 24 hours — and the second is the NOAA (2 or 3) spacecraft in sun-
synchronous polar orbit — height 1460 km, period 115 minutes.

The ATS 1&3 spacecraft are spin stabilized with a spin rate of 100 rpm and with the spacecraft spin axis parallel
to the earth's spin axis. The ATS data used is from the ATS spin scan camera which sweeps one image line per space-
craft revolution. The ATS spin scan camera image line period is determined by the spin period of the spacecraft,
nominally 600 milliseconds, To permit the full earth disc to be scanned from pole to pole, a worm drive moves the
image field of view via the scan optics so that the optical axis stays in the plane containing the spacecraft spin axis. The
two mile image field of view is moved southward two miles for each revolution of the ATS spacecraft. A full earth
image takes 24 minutes to scan 2400 image lines. Since the ATS 1&3 spacecraft are in synchronous orbit, the earth
subtends an angle of 18 degrees or 1/20th of a revolution, The video data are derived from a photomultiplier tube in
the spin scan camera which points at the earth for only 30 msec. out of each 600 msec. scan period. The data are
transmitted in analog form to the CDA station where it is digitized for transmission to the central data processing loca~
tion, A digital synchronizing circuit uses a spacecraft derived sun pulse to produce a signal to indicate when the A/D
converter should begin to operate for the 30 msec. of useful data out of each 600 msec. spin period.

The sampling rate and digital resolution depends upon the user requirements and the transmission capability.
Nominal characteristics are 4096 samples per line each quantized to one of 64 levels and represented by a six bit binary
word., The communications link is a 48 khz wideband group with Western Electric 303C modems operated asynchron-
ously without a scrambler,

The NOAA spacecraft are 3~axis stabilized so that the scanning radiometers always point earthward. The space~
craft rotates about its pitch axis once per orbit with the pitch attitude being nominaily maintained to within +0, 5 degrees.
The NOAA spacecraft data used with the data compression equipment come from a scanning radiometer called the Very
High Resolution Radiometer (VHRR). The two-channel scanning VHRR instrument is sensitive to energy in the visible
gpectrum (0.6 to 0.7 microns) and infrared window (10. 5 to 12. 5 microns), Within the VHRR instrument, energy is
gathered by a 12,7 cm eliptical scan mirror, set at an angle of 45 degrees to the scan axis, and a telescope. The scan
mirror rotates at 400 rpm which causes the half nautical mile image field of viewto sweep the earth in a direction per-
pendicular to the NOAA spacecraft ground track once every 150 msec. One image scan line is generated per revolution
of the VHRR mirror. The consecutive scan lines of the VHRR data can be used to produce an image due to the space-
craft motion along the orbital track which causes the subsatellite point to move one half nautical mile per 150 msec, —
one scan line period, The VHRR instrument produces a continuous stream of scan line image data without frame seg-
mentation. Since the NOAA spacecraft are in a low altitude orbit compared to ATS 1&3 the earth is viewed for one third
of each VHRR scan or about 50 msec, The VHRR data are handled in two ways. First, the VHRR data are continuously
transmitted throughout every orbit, This mode of operation is known as the High Resolution Picture Transmission
(HRPT) and at the ground station the data are designated HRPT data. Second, in addition to the HRPT mode of opera~-
tion up to 8.5 minutes of data may be recorded onboard the spacecraft for later playback when commanded during a CDA
contact, The spacecraft recorded VHRR instrument data are designated VREC data. The VREC data are played back
from the reel-to-reel spacecraft recorder by driving the tape in the reverse direction and at the same speed as that
used for recording. At the CDA station the VREC data differ from the HRPT data in that the time axis is reversed, i.e.
the VREC data are backwards with respect to the HRPT data. Tape speed variations affect both timing and amplitude of
the playback VREC data (FM recording is used), however the timing error is much more noticeable in the displayed
image without compensation. Image compensation is provided for by recording a reference tone along with the VREC
instrument data on the spacecraft recorder, During playback the reference tone is transmitted on a separate subcarrier
to permit its use on the ground in compensating for tape recorder flutter and wow (F&W), The space~to-ground NOAA-
2&3 communications link uses FM-FM modulation. At the CDA station the NOAA spacecraft data are demodulated to
produce FM modulated HRPT data, VREC data, and the VREC F&W reference signal, These three signals plus a CDA

crystal controlled reference tone are recorded on an instrumentation ground recorder in the 'direct mode' at 60 inches
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per second (ips). All of the NOAA-2&3 data processed by the data compression system is obtained from the CDA
instrumentation recorder operating at one fourth the record speed or 15 ips. The VREC F&W signal passes through
two record/playback steps and the HRPT F&W signal through one step since it is generated locally at the CDA station,
No attempt is made to correct the amplitude variations introduced in the FM modulated HRPT & VREC data signals
due to the F&W of the analog tape recorders. However the F&W signals are used to control the sampling rate of the
analog to digital (A/D) converter and this corrects for timing variations, The A/D converter is part of the data com-
pression equipment and is preceded by an FM discriminator, figure 1,

ATS

\& RECEIVER N 303c TO
& A/D | BUFFER o=—P» yooem P suiTLanD
SYNCH. °
L ‘ INPUT n{INTERDATA OuUTPUT
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Figure 1. Wallops Island Data Compression System

Implementation Requirements and Constraints

In the case of the ATS data compression experiment an operational digital transmission system had been installed
in 1969 and was in daily use between the Wallops CDA station and the Suitland NESS central data handling facility when
the data compression experiment was conceived, At Suitland the ATS data is used to produce hundreds of wind vectors
over the oceans on a 400 km grid to be used as one type of input to the primary NOAA numerical weather model, The
ATS data is also converted to an analog facsimile format which is transmitted over 4 khz phone lines with C5 condition-
ing to remote weather analysis centers e.g. the hurricane watch center in Miami, Florida and the tornado watch center
in Kansas City, Kansas. In ah on-line weather data transmission system, particularly where the data is being used to
monitor severe storms, reliability is very important. For this reason, it was necessary to test the data compression
system in an off-line mode before it could be used to transmit real-time data in an operational mode. Since the non-
data compression operational ATS Data handling system between Wallops and Suitland handles digital data quantized to
six bits per sample in a_gray code, it is necessary to deliver reconstructed data from a data compression gystem in the
same format, NESS also requested that the data compression system not be allowed to introduce errors in the samples
due to the compression algorithm. The data compression system is required to be transparent to the receiving terminal
at Suitland and to the data user. To provide for ease of testing and rapid recovery in the event of a malfunction, the data
compression system is designed to be inserted or removed from the transmission system by the operation of a single
switch at each end of the wideband communications link. The operatlon of the data compression system is designed to be
simple to insure that operator errors are minimized. Several versions of the software interface between the operator
and the data compression hardware were required to achieve a satisfactory level of operation.

The NOAA spacecraft data can be effectively handled by preprocessing to provide an improved line synchronization,
calibration, and gray scale correction. The image display device used with the NOAA spacecraft data is the same as
that used for the ATS data and all users on the ATS facsimile circult can receive NOAA 2&3 VHRR images. Since it is
desired to produce a 1:1 aspect ratio in the center of the VHRR images and the line to line spacing is fixed by the worm
drive in the photofax display, it is necessary to select a sampling rate which allows 3/4 of the earth view to be dig~
played. This is a satisfactory compromise since the goometric distortion of the image is significant beyond the area
displayed, due to the low 1460 km orbit of the NOAA spacecraft. The photofax display available for the VHRR data is
the same one used to display ATS image data and operates at 100 rpm, At the CDA station the VHRR data are received
at a 400 line per minute rate and recorded on a Mincom instrumentation recorder at 60 ips. It would have been prefer-
able to digitize the VHRR data at the CDA station as it was received from the spacecraft, however the ATS data com-—
pression hardware cannot handle the high data rates hecessary. A high speed large volume digital data buffer would
be required and funds were not available for its procurement, The analog Mincom recorder is used to replace the
digital buffer and to slow down the VHRR line rate from 400 to 100 lines per minute by playing back the tape at 15
ips. Two types of operations are required for the VHRR data handling; the first type transforms the VHRR data into
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a format compatible with the ATS digital display and data handling equipment. This has the advantage of requiring
only half of the processing equipment — the Wallops end of the compression system. The second type of operation
required is that digital VHRR data be quantized to 8 bits and transmitted to Suitland. An additional requirement of the
second type of operation is that 100% of the VHRR scan be reconstructed at Suitland while only 50% was needed in the
first type of operation. Since the use of data compression could accomplish the data volume objectives of the second
type operation, it was further required that no error be introduced in the reconstructed data due to the compression
algorithm in the absence of channel errors.

Data Compression Techniques

The goal set for the data compression system is to attain a reduction in transmission rate of two to one with six
bit ATS data or eight bit VHRR data and not introduce error due to the compression algorithm, The algorithm used
has been chosen to meet the real-time requirements for error free compression within the limitations of the Interdata
4 minicomputer used at each end of the compression system. The data compression algorithm can be varied within
wide limits because of the use of general purpose minicomputers to do the encoding and decoding. Presently the
algorithm forms successive sample-to~sample differences and encodes the differences of up to a maximum magnitude
of 9 for six bit data or 14 for eight bit data using a variable length code. When the difference exceeds the maximum
magnitude, the sample value itself is sent with an appropriate prefix to distinguish this from a difference code word.
The code words are chosen using the Shannon-Fano encoding procedure with empirical frequencies for the relative
probabilities. In particular, a difference greater than 14 is encoded by sending a prefix of four zeros followed by the
sample from the data.

The above procedure was found to result in a code whose efficiency is greater than 90%. The code words are
characterized by a prefix whose leading zeros identify each code word's length and decoding table,

When redundancy 1s removed, the data quality becomes more sensitive to channel error, To combat this effect,
controtled redundancy is added in the form of synchronization words. In additlon to the usual line synch., data synch.
words are perlodically inserted in the encoded data after each fixed number of encoded samples. Following each synch.
word the difference from zero is sent rather than the sample difference to eliminate any error accumulated at the re-
ceiving terminal. Each scan line starts with a 32-bit line synchronization word, which establishes both line and word
synchronization, The 4096 data samples in each scan line are next encoded into 16 blocks with each block represent-
ing 256 data samples. At the end of each block is a 16-bit data synchronization word which ensures that word syn-
chronization is maintained and that word synch, can be reacquired within 256 data samples in the event of a synch.
loss. Due to the variable length coding, the number of bits between two successive synchronization words varies.
Although the data compression encoding procedure selected leads to a data format where word synchronization depends
on a low probability of channel error, experience has shown that the data compression system has a more robust syn-
chronization characteristic than an image transmission system in which there is only one line synchronization word on
a scan line and in which word synchronization is obtained from a fixed word length data format, The variable block
length and hence variable line length data format produces a variable number of bits per image scan line; the number
of bits depends on the redundancy in the scene at the scan line location,

In figure 3, the image scan line number runs from 0 to 2000 on the abscissa, andthe ordinate indicates the per-
centage of non-redundant data from the original uncompressed line remaining to be transmitted after data compres-
sion, The image data to which figure 3 corresponds is an ATS spin-scan cloud cover image of the full earth disc
enclosed by a black space-view surround, Figure 3 shows that more data must be transmitted in the middle of the
picture than at either end, since the intersection of the scan line with the earth disc has its maximum chord length near
line number 1000, However, not all of the data compression in each line is due to the constant amplitude space-view,
since space-view accounts for only 10 percent of the uncompressed data near line 1000 and yet the compression ratio
exceeds two-to-one in this area of figure 3. The area above the curve of figure 8 represents the increased capacity
of the data compression communication system as a function of the ATS image scan line number,
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Since data compression can produce short term increases in data quantity, the shorter of the compressed image
line and the original image line without compression can be transmitted with a special code used to indicate which., In
spite of the obvious varying data activity from one pole of the earth to the other in figure 3, the compressed line length
remains relatively constant suggesting that the system can be quite effective with only a one line buffer. This is in
fact true except for noisy scan lines which are usually of little interest to the user.

Compression System Hardware

The Wallops Island data compression equipment configuration is shown in block diagram form in figure 1. The
front end of the system accepts analog data from one of three sources — ATS, HRPT, and VREC, of which the latter
two are derived from the NOAA-2&3 spacecraft VHRR instrument. The analog data are sampled, quantized to eight
bits and stored in the Interdata-4 (I4) core memory through a direct memory access channel. The A/D sampling
rate is controlled from the I4 by loading a register with the desired sampling rate control word. Between the A/D
converter and the 14 memory is the A/D and direct memory access control logic. The sampling rate of the A/D con-
verter may be phase locked to the F&W signal from the CDA ground recorder or a crystal controlled oscillator, The
input direct-memory-access (DMA) logic may be triggered to begin storing A/D samples in memory. An externally
derived line synchronization pulse is used for this purpose.

There are four DMA channels in the data compression system, two at Wallops Island and two at Suitland, At
Wallops and Suitland one DMA channel is used for input and one is used for output, A DMA channel has a 16 bit
register which may be loaded by an instruction from the 14. This register is called the Pointer Register (PR). The
PR must be loaded with the 14 memory address of the DMA channel instructions. The DMA channel instruction list
contains three types of information, the start and end of an I4 memory data 1/0 buffer, the address of the next instruc-
tion list, and DMA channel control bits to indicate the action of the channel when an I/0 buffer data transfer is com-
plete. The starting and final address registers of the DMA channel are loaded by the DMA control logic from the 4
core memory instruction list once the 'DMA START' instruction is executed by the 14. Once started the DMA channel
requires no further action by the 14 CPU and thus, leaves the CPU free to compress data, etc, The DMA channel
can generate interrupts when each 1/0 buffer is complete. This permits the 14 computer program to maintain syn-
chronization with the I/0 to be processed, Itis a simple matter with this type of DMA channel to generate interrupts
at the end of several regions of an input scan line and initiate different types of processing algorithms for each region.
This procedure is used to control the timing of the data compression/reconstruction software.

There are three other elements of the data compression hardware which are used in both the Wallops Island
redundancy removal equipment, figure 1 and the Suitland data reconstruction equipment, figure 2: an ASR 33 teletype,
a 9 track 800 CPI digital magnetic tape drive, and the 16K byte (eight bit) core memory of the I4 minicomputer —
1K = 1024. The teletype is used to transmit operator commands to the compression system software and to display
the compression system status both for the operator and as a historical record for future reference. Programs are
entered into the 14 memory from the digital 9 track tape. Simple revisions to the software are made while the pro-
gram is core resident by modifying, adding, deleting the hecessary I4 instructions/constants, and finally writing the
modified core image out to the digital tape for later re-entry, The 800 CPI 9 track tape runs at a speed of 25 inches
per second which produces a data transfer rate of 20,000 bytes per second. The transfer of data between tape and
the 14 memory is handled by a standard Interdata Selector Channel which operates as a DMA interface between the
tape controller and the core memory, The Interdata Selector Channel must be set up under program control of the
I4 and can transfer only a single sequential data area before it halts and must be set up again. Major changes to the
compression system software are accomplished at GSFC or USC, stored on digital tape, and sent through the mail to
be used at Wallops Island or Suitland., However, the main use of the digital tape is for the temporary storage of
processed data. At Wallops the digital tape is used for recording when the Wallops-Suitland communications link
is unavailable, The advantage of having the data on digital tape is that for the VHRR data the image data stream can be
easily broken into 2400 line frames with a 100 line overlap. The overlap consistency is difficult to maintain when
working from analog tape,
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The Wallops CDA compression hardware contains an output parallel-to-serial converter to interface the I4
memory to the 303C modem, The output bit rate is selected from the I4 software by loading a register in the output
channel control logic. Between the I4 core memory and the output controller logic is a DMA channel described above.
Note that none of the compression operations are done with special purpose hardware.

The NESS data reconstruction equipment at Suitland is similar to the Wallops Island system. However the input
and output device controllers are different, The input device controller receives a clock and serial data from a bit
synchronizer which is in turn driven from the receiving Western Electric 303C modem at Suitland, Theinput channel
logic can be set up to find both the 32 bit line synch. and the 16 bit data synch, using a Hamming metric with the
allowed distance usually set to zero. The input channel is essentially a serial-to-parallel converter with two select-
able modes of operation provided for handling the serial input data. The first mode assembles sequential 168 bit words
of data from the incoming data stream and sends the parallel words to the DMA channel to be stored in the I4 core
memory. The second mode uses a hardware decoder to help reconstruct compressed data. The code class which can
be decoded by the hardware must have a prefix of N leading zeros terminated by a one, N is from 0 to 15. The hard-
ware compression decoder has been used to reconstruct six bit source data, Implementation of the hardware com-
pression decoder was undertaken to speed up the data reconstruction process. It has since been found that the pure
software reconstruction algorithm for eight bit source data could be written to operate nearly as fast as the six bit
data hardware/software decoder combination, The hardware decoder, as implemented, has a disadvantage in that
it stores 16 bits in the 14 memory for each sample decoded, producing a temporary data expansion, and does not
allow compressed data to be buffered since it is not available in the core memory.

At Suitland the output device controller is the final element of the data compression communication system. The
output device controller is basically a parallel-to-gerial converter which can produce a data stream in the same for-
mat as the Suitland bit synchronizer. The Suitland output device drives the NESS digital picture terminal which is
the distribution point at Suitland for analog facsimile data to be used by remote display devices as shown in figure 2.
The NESS digital picture terminal also generates images for use at Suitland and sends digital data to the NOAA
weather computer, an IBM 360~195, The output channel requests data from a DMA channel connected to the 14
memory. There are two selectable modes of operation for the output channel, First, each eight bit byte can be con-
verted to the gix bit gray code format required by the digital picture terminal. Second, consecutive 16 bit halfwords
from the 14 memory are shifted out of the output channel device in one long gerial stream., The second mode is used
to test the Suitland compression equipment input channel. The input device and output device are designed to be
driven from independent data clock rates, although only a common clock has been used to date,

Data Compression System Operation

To operate the data compression system the operator initiates execution of the compression system executive
software and receives a response defining the program revision number, the date revised, and a request that the
operating mode number be entered as shown in figure 4, The operator enters a two character operating mode on the
teletype console., The first digit indicates the data source, 0 = ATS, 1 = HRPT, and 2 = VREC, The second digit
selects the I/O devices and the type of processing to be used. The operating system responds by requesting that
documentation information be entered by the operator. For example, D*, T*, R/0*, VIS OR IR* indicate the date,
time, spacecraft orbit, and whether the data is visible or infrared — see figure 5. The VIS OR IR input is used both
for documentation and to select the appropriate display gray scale lookup table. Messages are displayed to indicate
the status of the input/output devices, e.g., TAPE RECORD 8 BIT, TELE ON, and SEND COMP. When the operator
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Figure 7. NOAA — 2 VHRR Images of Hurricane "AVA'" Rev 2942, June 7, 1973

is ready to begin processing data he can type GO to start or SE to enable the processing of data which will start upon
the receipt of a frame synch, signal, At Wallops the termination of the processing of image data by the data com-
pression hardware can occur in two ways — either the line count reaches a preset limit or the operator types FI to
finish processing. The line count limit is automatically set to 2400 by the compression system software before the
processing of each image but can be changed by the operator command I=XXXX, e.g. 1L=1000. On the front panel of
the Interdata-4 computer are two rows of display lights. Each row of display lights contains four hexadecimal light
emitting diode display characters which can be loaded under program control. The upper and lower rows of the K4
display are loaded with the decimal line count limit and the current line count respectively. At Suitland the end-of-
image is found by reaching the preset line count limit or by receiving a frame-complete synch., word from Wallops.

At Wallops two types of operating procedures are employed. When the ground link to Suitland is available data
are sent in the desired format, When the ground link is busy with other traffic, analog data is input to the compres-
sion system and stored on digital tape for later playback to Suitland. These digital tapes are selectively sent to GSFC
or USC for evaluation., At Suitland the data compression system is used in two ways. First, to receive, process, and
record on digital tape data to be used in the IBM 360-195 operational weather data processing system. Second the
data reconstruction system can drive the digital picture terminal and its associated facsimile remote displays.

Results

The Wallops Island, VA to Suitland, MD data compression system has been operating for the past two and one
half years, has demonstrated a high degree of reliability, andhas helped to achieve a high degree of user confidence
in the value of compressed data, The compression ratio varies depending on the image scene content but a typical
value is 2:1. The quality of the received and reconstructed data have been monitored in two ways. First, based upon
a visual review, the images produced have been found to be of equal or superior quality to those produced without
data compression — see example in figures 6 & 7. In the rare cases where a channel error affect is discernable in
a reconstructed data compression image, the effect shows up as a streak of less than 1/16 of the image scan line
length. Second, an error detection code shows less than one percent of the reconstructed image lines are in error.
These image line errors are caused by channel errors and not by the compression system hardware or software.

The role of data compression is not yet clear in the operational NOAA/NESS spacecraft program. The Alaska
CDA to Suitland, MD communication system will very likely be reconfigured to take advantage of the economies inher-
ent with communication satellites for long ground distances. Satellite-to-satellite communication systems are being
planned which will reduce the necessity for on-board storage and allow continuous real time transmission of space~
craft sensor data to the central data processing facility. Perhaps the ground storage and processing areas will be
the first to benefit from the practical application of data compression techniques.
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A CAQ BANDWIDTH REDUCTION SYSTEM
FOR RPV VIDEC TRANSMISSION

James J. Pearson
Lockheed Palo Alto Research Laboratory
Palo Alto, California

Abstract

A bendwidth compression system for the transmission of video images from remotely piloted vehicles has
been built and demonstrated. Novel features of this system are the use of the Constant Area Quantization
(CAQ) technigue to obtain spatiel bit rate reduction of 6:1 and a rugged and compact scan convertor, based
on a core memory, to accommodate temporal frame rate reduction. Based on the ability of the human eye to
percelve more detail in high contrast reglons than in low, the CAQ method transmits higher resolution in
the former areas. The origlnal six~bit digitized video is converted to a three level signal by the quanti-
zing circuit and then Huffman - encoded to explolt its statlstical propertles and reduce it further to
one-bit per pixel. These circults operate on one line of the plecture at s time, and can handle information
at full video (10 MHz) rate. The compressed information when recelved on the ground is stored in coded
form in a two-frame (500,000 bit) digital core memory. One frame of the memory is filled while the other
is being displayed and then the two are interchanged. Decoding and reconstruction of the video are per-
formed between the memory and the display.

Introduction

The use of remotely piloted vehicles (RPV's) to perform tactical reconnaissance and strike missions
under conditions too dangerous to permit the risk of sending menned aircraft is being given increasingly
serious consideration by the armed services. The eyes of the absent pilot sre replaced by transmission of
video imagery from an onboard camera, and the success of the mission depends cruclally on the integrity of
the video link. Video signals are inherently broad band, and the necessity of protecting them from jamming
by some form of spectrum spreading technique makes even greater demands on the limited available spectrum.
When transmissions from a number of vehicles are occurring simultaneously, as envisloned iu most RPV battle
scenarios, the spectrum required is simply unavaileble. Therefore, some means must be employed to reduce
the bandwidth of the video signal prior to transmission.

Fortunately, a sequence of meaningful video iwmages contains enough redundancies to permit its com-
pression by a sizeable factor without the loss of significant information. These redundancies are of two
basic types--temporal and spatial. The temporal, or frame-to-frame, redundaencles are most practically
exploited by reducing the frame rate from the standard thirty frames per second to some lesser number,
dictated by the particular mission requirements, through the use of some form of slow-scan camera. The
spatial, or single frame, redundancies arise from the existence of finite range correlations within the
picture. It is in the choice of a method to exploilt these spatial redundancies that the constraints of the
RPV application are most strongly felt. Since the vehlcles are small and light, often comparable to large
model airplanes, the equipment must be compact and lightwelght and require little power. In addition,
since the RPV's are, to some degree at least, expendable, the equipment must have a low cost.

With this application and its attendant constraints in mind, the Lockheed Palo Alto Research Labora-
tories have designed, built and demonstrated in the leboratory a bandwidth compression system based on the
Constant Area Quantization (CAQ) technique. The Lockheed system performs spatial compression to reduce a
slx-bit per pixel digitized input signal to one-bit per pixel. It is designed to operate eilther at full
video rate or at any reduced frame rate for which the jerkiness and delay are tolerable in the particular
application. In the reduced frame rate case, scan conversion ls performed on the ground in a rugged and
compact digital memory, and an analog signal is delivered to a standard monitor at thirty frames per second.

Principle of Operation

Constant Area Quantization is a one-dimensional
spatial compression technique. It 1s based on the
property of human vision that the eye sees more
detail in high contrast regions than in low con-
trast ones. This property is 1llustrated in Fig.
1, where the circles decrease in size from left to
right and in contrast from top to bottom.

Fig. L Test pattern demonstrating the principle
of Constant Area Quantization.
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If the figure is viewed under conditions of distance and illumination such that some but not all of the
circles are visible, it will be seen that the cutoff is not along a verticle or horizontal line but along @
diagonal, indicating a combination of size and contrast. This fact is exploited by transmitting higher
resolution in the high contrast areas where the eye will detect it, and lower resolution elsewhere.

In practice, this is accomplished in the simple
way shown in Fig. 2. The bold line in 2 (a) repre-
sents the analogue video signal which is sampled at
a rate indicated by the tick marks. The smooth
curve 1s repleced by line segments, beginning and
ending at sample points, in such a way that the
right triangles with these segments as hypotenuse
and sides parallel to the coordinate axes all have
the same area, A/2. The value of the area
threshold A, is an arbitrary parameter chosen at Y
the outset. It has the somewhat peculiar units of et
brightness levels times pixels. At each sample
point the output signal in 2 (b) is generated. PP
This signal is zero except at the end of a line
segment, where it is either +1 or -1 (P or N) I ' 00 010
depending on whether the signal increased or de- CAQ OUTPUT I [

N

e ——

i ANALOG
] SIGNAL
]

-

L
4
4o

creased during that interval. 1In this way, a SIGNAL
six-bit (64 level) input signal is reduced to a N

three level one. In binary terms three levels
corresponds to 1.58 (= log 3/log 2) bits, and this
value can be approached arbitrarily closely by SLOEFE

coding a number of plcture elements together. RECONSTRUCTION
(For example, the 243 possible values for five

adjacent pixels can be represented by one eight o —
bit number, giving an average of 1.6 bits per
pixel.) The original picture can be recon-
structed from the three level signal in two -1
different ways illustrated in 2 (c) and 2 (4). l

In the first or "slope” method, -the line segments STEP
T

T T T T T 7

in 2 (a) are reconstructed from a knowledge of the RECONSTRUCTION
base and area of the appropriate right triangle.

In the second, or "step" method only the endpoints T Tt 1.7
of the segments are computed and the intervening

pixels are filled in with constant values. The

relative performance of the two reconstruction

techniques is discussed later, but the step re-

construction is used in the actual system.

T T

Fig. 2. Constant Area Quantization applied to a
simulated video signal.

The way in which the three level signal is generated is shown schematically in Fig. 3. The video signal
is sampled and digitized to form the signal Vi for pixel i. Vj is subtracted from the reference level R
corresponding to the beginning of a line segment in Fig. 2 (a). The magnitude of the resulting difference
is then compared to the value A/Ai, where Ai is the time difference between pixel i and the pixel at the
beginning of the segment. If |[Vy - R|2A/A; this indicates that the area, 1/2 [Vi = R|-Aq, of the
previously mentioned right triangle exceeds the value
A/2. When this occurs, a P or an N is produced de-
- pending on the sign of V4 - R; otherwise a zero is
- cAQ ] output. Whenever a P or an N is generated, a new

l COMPARISON ' reference level, R, is formed by the reconstructor, and
A X . !
p— CLOCK 1| WAVEFORM a new line segment is thus initiated. The value R,
| ﬁismuron I which is identical to the picture element which will be
l ! ‘ reconstructed on the ground, differs from the actual
SUBTRACTOR video value, V, because the threshold is in general not
‘ v | reached exactly at a sampling point. R is used instead
ANALOG | SAMPLER &
VIDEQ—w{ A TO D a compmuﬂon%;-o.mul of V to prevent the accumulation of errors.
SIGNAL CONVERTER
l ' Experience with a number of pilctures indicates that
RECONSTRUCTED | — PORN ] the three output signals of the CI‘XQ are not equally
BIGNAL R l A TRUCTOR | probable. In fact, zeroes predominate to such an
) extent that a considerable additional bandwidth com-
L _________ J pression can be achieved by using some form of
statistical coding. The code actually chosen is a
Huffman code, applied to the nine possible values of a
pair of adjacent pixels. The code itself is given in
Fig. 3. Constant Area Quantizer block Teble I. It is a variable length comma-free code,
diagram. which assigns the shortest code (0) to the most proba-

ble event (two adjacent zeroes) and the longest codes
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to the least probable events. This encoding is

: T ary-Lo-binary conversion used to reduce the picture to one bit per pixel.
Table I. Huffman code for ternary S This value of one bit per pixel is strictly

Original Binary Code Average Code maintained for each line. This can result in a
Symbols Probability Code Length Length small amount of truncation at the right hand
00 .5390 ] 1 . 5390 edge of a particularly busy‘line, but that is
OP L0976 101 3 .2928 the only additional image degradation introduced
ON L0976 110 3 .2928 by the Huffman encoding.
PO .0976 111 3 .2928
NO .0976 1000 i <3904 System Description
PP L0177 100110 6 1062
PN JOLTT 100111 6 L1062 The bandwidth compression system, as it would
NP LOLTT 100100 6 L1062 be configured for flight is outlined in Fig. 4.
NN LOLTT 100101 6 .1062 The analog video output from either a standard
§T§§§g or slow scan video camera ig sampled and digi-

tized to six-bits (the rest of the system can
handle =ight-bits if sufficient camera quality
and A/D convertor complexity are Justified).

The digital signal is fed to the Constant Area Quantizer, which outputs one of three values (0, P, N) at the
pixel rate. This three level signal goes to the Huffman encoder whose output comes in bursts of from omne to
8ix-bits at the end of each two-pixel interval. This coded slgnal must be buffered for uniform transmission.
The signal at the output of the buffer has a bandwidth corresponding to one-bit per pixel and can be trans-
mitted over any desired form of digital anti-jam data link.

AIRBORNE EQUIPMENT

aNALOG | [consTanT _ i
SENSOR |wd TO AREA | | HUFFMAN BUFFER [ LDANS
CODER MITTER
DIGITAL | fQUANTIZER ™

| } !

SYNCHRONIZATION
~] AND
TIMING GENERATOR

GROUND EQUIPMENT

i 2 FRAME HUFFMAN CONSTANT DIGITAL
RECEIVER REFRESH jw=1 BUFFER |- DECODER ™1 AREA &1 TO
MEMORY RECONSTRUCTOR ANALOG

L } 4 '

\

TIMING _
SYNCHRONIZER GENERATOR DISPLAY

Fig. 4. System block diagram.

The received and demodulated, signal is stored in coded form in one-half of a two frame memory. While
one-half of the memory is being filled, the other half 1s being used to refresh the display at a full
thirty freme per second TV rate. Then the roles of the two halves of the memory are interchanged. 1If a
standard rate video camera is used in the vehicle, this scan conversion step is by-passed. One line at a
time is removed from the memory at video pixel rate into a buffer capable of delivering it to the decoder in
high speed bursts. The decoder removes from the buffer as many bits ag it finds necessary to generate
two-pixels in CAQ form. The three level output of +the decoder, which is uniform in time, is used by the re-
constructor to generste a digital video signal which passes through a D/A convertor to the monitor.

It is not the intention of this paper to describe the circuitry in detail. A few comments about some of
the individual blocks in Fig. 4 may, however, prove helpful. All of the clrcuitry is designed to operate at
a 10 MHz pixel rate, to enable it to handle standard video frame rates easily. This speed requirement can
be relaxed for the sirborne rortions of the system if a slow scan camera 1s to be used, and a simplification
in the circuitry results. The ground-based decoder and reconstructor must operate at the high speed, how-
ever, since they operate between the scan convertor and the display in order to permit storage of the images
in compact coded form. Since several operations must, in general, occur within one pixel time, a L0 MHz
clock is used throughout., All of the components are Schottke series TTI except in the Huffman encoder,
where some 10K series ECL chips are used. The quantizer operates as described in Fig. 3. The quantity l/Ai
i1s generated by a hyperbola generator consisting of a counter and s decoder network. Thresholds are
restricted to powers of two so that multiplication by A implies simply a shift in the bit connections. The
encoder straightforwardly generates the bits specified by Table T for each pair of pixels, using a series of
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NOR gates, and shifts out the appropriate number of them into the buffer. Figu%es 5 and 6 a?e photogra?hs
of the CAQ and Huffman encoder ecircult boards. The decoder is a sequential logic network which takes bits
from the buffer until it recognizes the end of a code and then generates the appropriate pair of pixel
values. The scan convertor consists of two 32,768 word by nine bit LEC memories on a single chassis. The
memories can deliver nine bits to the line buffer in 800 nanoseconds, which is sufficiently fast to assure
that 512 bits can be removed in each video line time. This form of scan convertor ha§ the advan?age of
being compact, rugged, and relatively inexpensive, without adding additional degradation to the imagery.

Y Y R F PP I
5 AARERN

ad
N 1

Y IUPI

L

Fig. 5. Constant Area Quantizer Fig. 6. Huffmen Encoder Circuit Board.
Circuit Board.

Performance

Since this system is designed to transfer certain types of infor-
mation from moving video imagery to human observers, the only really
satisfactory measure of its performance is its effectiveness in doing
that job. Within the confines of a paper and in the absence of any
definitive subject tests, more indirect criteria must be used. Most
of the pictures in this section, illustrating as they do a wider
variety of algorithms and parameter values than are wired into the
actual system, are computer simulations. They are all of the same
subject to facilitate comparison. The original is shown in Fig. T.
The tank farm subject, having a great deal of detail, is in some
sense a "worst case". The simulations reproduced on a microfilm
plotter have 256x256 pixels and thus represent only a portion of the
actual frame, which in the system contains 480x480 pixels. Figures
8 (a) and 8 (b) are original and compressed versions respectively of
video taped imagery run through the actual system and photographed
with a Polaroid camera directly off the monitor. The principle
parameter which can be varied in the CAQ quantizer is the area
threshold, A. Varying A does not alter the amount of bandwidth
reduction directly (the output of the quantlzer is always 1.6 bits
per pixel, independent of both A and the input picture) but it does
greatly affect the image quality. A small value of A causes P's
and N's to be produced more often, thus increasing the low contrast Fig. 7. Original tank farm
detail, but reduces the speed with which high contrast changes can image.
be followed, resulting in edge blurring. A large A improves the
edge response, but washes out the low contrast detail. The visible result of this is a streaked appearance,
as large regions are replaced by constant values which vary from line to line. Fig. 9, which shows CAQ
compressed versions with three different thresholds, illustrates these effects. The same point is made in
a different way by Fig. 10, in which mean squared error 1s plotted against threshold for the tank farm
picture (Fig. 7). The deterioration for low and high values of A is reflected in this plot. The difficulty
of using an objective criterion like mean squared error to judge a technique which attempts a subJjective
match to human vision is illustrated, however, by a comparison of Figures 11 and 12. Both of these have
the same mean squared error (1.6%), but it is difficult to conclude that they are of the same quality.

While the choice of A does not affect the amount of compression directly, it does vary the information
content of the output by altering the proportion of P's, W's, and O's produced, and thus it affects the
further saving that can be achieved by statistical coding. Fig. 13 indicates, for the same image, the
average run length of zeroces as a function of threshold. Fig. 14 contains a plot of the entropy of the CAQ
signal versus the average run length. Since the entropy places a lower limit on the number of bits per
pixel that can be achieved without further loss, it is a good measure of the possible benefit of coding.
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Fig. 8. Original (a) and compressed (b) imagery
photographed from the monitor.

Fig. 9. CAQ - compressed images with three different thresholds:
(a) A=2, () &= 12, (c) A =32,

PERCENT MEAN
SQUARED ERROR

(BRIGHTNESS LEVELS X PIXELS)

Fig. 10.

8 12 16 20 24
THRESHOLD

Dependence of mean Fig. 11. CAQ -~ compressed Fig. 12.
squared error on image with A = 6,

threshold for tank

farm image.

CAQ - compressed
image with A = 20,
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Fig. 13. Dependence of average Fig. 14. Entropy of CAQ signal
run length on threshold and Huffman-coded bits
for tank farm image. per pixel as a function

of average run length
for tank farm image.

The actual performance of the Huffman code is plotted on the same axes, and it can be seen to approach the
entropy curve very closely in the region of highest picture quality. The probabilities given in Teble I,
which were used in determining the optimum code, were cbtained by quantizing the tank farm scene, using a
threshold of 16, and counting the P's and N's. P's, N's, and O's were assumed to be statistically inde-
pendent and P's and N's to be equally probable. Different scenes, different thresholds, and more accurate
statistics lead to slightly different codes, but the differences in performance among them are essentially
negligible over normal operating ranges. The system is designed to pass one bit per pixel. Since the run
length versus threshold curve (Fig. 13) is picture dependent, a trade-
of f exists between picture degradation caused by too high a threshold,
and line truncation produced by too short an average run length. This
tradeoff can be made by adjusting the threshold. The best threshold
for the busy image of Fig. T was found to be 16, while the optimum for
the video scene (Fig. 8) was 8.

The picture gquality is affected to some small degree by the recon-
struction method chosen. Figures 15 and 16 compare the results using
the "slope" and "step" reconstructions discussed earlier. Although
the former gives & closer approximation to the original, in a mean
squared error sense, the subjective appearance of the picture was not
felt to be improved enough to justify the additional complexity.

Attempts to compare the CAQ technique with others must necessarily
involve subjective judgements. BSince it is a one~-dimensional algo-~
rithm, it does not, of course, exploit correlations in the other
direction. An 8x8 block Hadamard encoding with compression comparable
to Fig. 16 is included for comparison as Fig. 17. Fig. 15. "Slope" reconstruction

of CAQ image (4 = 16).

Fig. 16. "Step" reconstruction of Fig. 17. Two-dimensional Fig. 18. Three level DPCM
of CAQ image (A = 16). Hadamard compressed image .
image.
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The closest relatives of the CAQ are the class of predictive techniques, such as Differential Pulse
Code Modulation (DPCM), and it is very similar to them in its response to bit errors. CAQ differs from
these predictive techniques in quantizing the brightness-distance product, rether than merely the bright-
ness. A picture produced by a three level DPCM is shown in Fig. 18 and can also be compared with the CAQ
picture in Fig. 16. The DPCM levels are symmetric around zero change and the threshold was chosen to give
the same entropy (1.1 bits per pixel) as the CAQ picture. The mean squared errors were 1.41% for the CAQ
and 1.54% for the DPCM.

In summary, the CAQ technigue provides a relatively simple approach, which can be implemented with con-
ventional and available components to meet the size, weight, and power restrictions of RPV's. The
technique requires no image storage for encoding; it exploits properties of human vision to provide
pictures of good subjective quality using only one bit per pixel; and it has been implemented to operate
over a full range of frame rates up to thirty frames per second.
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INTRAFRAME AND INTERFRAME ADAPTIVE TRANSFORM CODING

Clifford Reader
Aeronutronic Ford Corporation
3939 Fabian Way, Palo Alto, California 94303

Abstract

This paper describes work performed as an extension of the techniques of transform
coding with block quantization., These techniques have been very well defined theoreti-
cally with implementation of the predicted optimum results, The purpose of this work was
to examine the techniques in practice and to define adaptive coding techniques which
could be practically applied to the coding of still and moving pictures.

Introduction

The techniques of transform coding and block quantization for a single image are well
established, the purpose of the work described in the first part of this paper was to
examine in detail the application of these techniques in practice [11. It is to be
expected that there will be a variability of performance since any practical Implementa-
tion will be rather removed from the theoretical optimum case with two dimensional
Karhunen-Loeve sampling according to a known covariance and quantization based upon
assumed statistics. In particular it is noted that the condition of stationarity of
statistics will be violated and that for ease of implementation separable sub-optimum
transformations - in this case the Slant - will be used over sub~blocks (16 x 16 pixels)
of the image. A range of adaptive coding techniques is examined with practicality as
well as coding efficiency being of importance.

The work is then continued into interframe coding. A coder 1s described which
achieves a significant reduction in bit rate while not requiring the full frame memory
of other interframe coders. The error performance of the coder 1s examined and static -
examples are presented. A discussion follows of the visual effect of the coder in real i
time together with the projected buffer requirements. :

Intraframe Coding

Summary of Coding Procedure

The image is slant transformed in sub-blocks of 16 x 16 pixels. To perform gquantiza-

tion, the data is modelled as a Markov process and from this the variances of the trans- :
form domain samples are estimated. Coding bits are allocated in proportion to these :
variances and the samples are normalized in proportion to their estimated variances :
before being quantized according to the Max quantizer. Tuning of the process 1s possible .
by manipulation of the row and column correlations used to define the variances and with i
the constant of proportionality used in normalizing by the variances. The apparently )
arbitrary way in which tuning of the parameters influenced the coding error provided the ;
motivation for thils work.

Adaptive Coding 1 - The Amplitude Parameter

The constant of proportionality (C) in the normalization of the data is termed the
amplitude parameter (AP). It was found that each sub-block of an image required a
different AP for optimal coding (in mean squared error sense) and that although for most
sub-blocks a good approximation could be made with one AP, in certaln signficant cases a
markedly different -~ higher - AP was required suggesting that an adaptive process was
required, This was effected by making the constant C a function of the square root of
the energy of the sub-block less the D.C. component, i.e., the A.C. energy. This is
termed the amplitude factor AF, Thus C = AP x AF. The result was as follows. In non-
adaptively coded images, the best result is obtalned with an AP high enough to encode
the problem sub-blocks and high frequency quantization noise then appears on the other
sub-blocks. In the adaptive coding, the AF automatically compensates for the high energy
problem sub-blocks such that one AP is more suitable for the whole image. This 1s seen
as a freedom from noise in "flat" image areas and a slightly reduced mean square error.
Migure 1.

Adaptive Coding 2 - Inter-Pixel Correlation

True horizontal and vertical correlations for natural images fall in the region of
0,91 to 0,96, DNevertheless, the effect was examined of using different correlations to
define the model from which bit allocations and normalizing constants are derived, .
Results are summarized in Figure 2 where it can be seen that the lowest error 1s .
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encountered using far lower correlations than the real ones at the expense of Increased
gensitivity. What happens is that with the lower correlations, the available bits are
gpread futher into the transform domain and more samples are encoded., Figure 3. However
each sample receives fewer bits and thus the position of the quantizatlon levels (as fine
tuned by the AP) is more critical. Correlations of 0,76 were selected as a compromise
with the highly satisfactory results shown in Filgure 4

Figure 1

Comparlson of Adagtive and Non-Adaptive Coding
Correlations (0,86; 0,86) 1.5 bits per Pixel

AP = 0.55 MSE = 0,000639 AP = 0,65 MSE = 0,000501 AP = 0,75 MSE = 6.000827

Square Root AC Energy
Adaptive Coding

AP = 0.85 MSE = 0.000724 AP = 0,85 MSE = 0,000588 AP = 0,85 MSE = 0,000818

Non-Adaptive Coding
Figure 2
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Figure 3
Bit Allocations

888777554444440¢4¢4 8886554443333333
8875553332222222 876546463333332222
§7644433272222222 8654443322222222
7543222200000000 6543332222220000
754222220000000¢0 5443222222220000
75422222006000000 5443222200000000
5332220000000000 43222000000006000
5332220000000000 4332220000000000¢0
432000000C0000020 4322200000000000
43200000060G00D00 3322200000000000
43200060C00000CO00 3322200000000000
4320060000300000000 3322200000000000
4220000000000000 32200000000009000
4223000000000000 3220000000000000
4220000C00000000 3220000000000000
4220000000000000 322000000000000°0
Correlations 0.86 Correlations 0,76

Figure 4
Coding with Square Root AC Energy Amplitude Factor
Correlations (0.76; 0.76)

. . Epaa 4 :
AP 0.25 MSE = 0,000544 AP = 0,30 MSE = 0,000446 AP = 0,35 MSE = 0,000749
1.5 Bits Per Pixel

e

AP = 0.3 MSE = 0.000757 AP = 0.35 MSE = 0,001023

AP = 0.25 MSE = 0,000863
1.0 Bits Per Pixel

Adaptive Coding 3 ~ Optimised Coding

The fine structure of the parameters required by each sub-block for optimum coding was
examined by performing an experiment in which fifteen pairs of inter-pixel correlations
(vertical and horizontal; Figure 5) were used to define bit allocations and normalizing
constants which were applied in every combination (225) to every sub-block, Figure 6
shows sub-block maps in which the reference number (from Figure 5) is shown for the
optimum combinations of bit allocations and normalizing constants, The resultant minimum
mean squared error is shown in Figure 7 with the coded pictures shown in Figure 8. The
pictures show good detail and edge rendition and it should be noted that even better
coding could have resulted if correlations of less than 0.80 (type 1) had been allowed.
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Figure 5 Figure 6
fub-Block Haps (Girl Image)
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2 0000191515 9 6 322 2 21 1 allocations and companding constunis or Type 1.
4000025157421153211
5 00001 45623628311 1 . . .
6 0000143 422026111 1 Adaptilve Coding 4 - Zonal and Threshold Coding
T 000001149 41 491 111 The coding thus far described employs bit
8 0000035 5425921 11 allocations in which those samples which are
2 00000211 832742111 quantized fall inside a maximum variance zone,
10 00000 39 64 3 42 2 11 1 The coding error may be divided into the quanti-
M 00000 12713 1 114 7 2 1 2 2 zation error and the error resulting from those
12011 0 1171 413 1 4 4 21814 1 1 samples outside 13he zone which do noi; get coded
13011212 1291 9 21 11012 5 1 at all. There will always be exceptional signi-
14 102 314 5 T o o flcant samples in the latter category and they
35 41516 3 9 could be coded by setting a magnifude threshold
1500100 5161511 50112812 0 0 3 in the area outside the zone and run-length cod-
% 00 310 5 6172125221531 42 0 1 ing all samples exceeding such threshold. As an
example, four bilts were allocated to code each of
The Mean Square Error is coarsely approximated such samples and, assuming that a line starting

1 = 0.0001 code were used, four bits were required to
address each sample., The number of thresholded
samples is shown by the sub-block maps of Figure
9 where it can be seen that a picture which has
been zoned coded at 1.5 bits per pixel now
requires 1,7 bits per pixel, In order to get

back to 1.5 bits per pilxel, the zonal coding
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must be effected at 1.2 bits per pixel, The corresponding coded pictures.are showp in
Figure 10, It 1s considered that the result obtained at a tgtal of 1.5 bits per Plxel
is not significantly improved and does not justify the work involved especially since

channel error would be a problem,

Figure 8
Optimised Coding

1.5 Bits Per Pixel 1.0 Bits Per Pixel

Original E
MSE = 0.000744 MSE = 0.000796
Figure 9
Sub-Block Maps (Girl Image)
The Number of Threshold Samples
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16 0 010 1 0202537 484755297560 0 0O
(1) (11)
1.7 bits per Pixel 1.5 bits per Pixel
Total Number or Threshold Samples = 6,008 Total number of Threshold Samples = 10,532

Figure 10
Threshold Coding

MSE = 0.000606

Original 1.7 Bits MSE = 0.000533 1.5 Bits
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Adaptive Coding 5 - Zonal Coding

If the sub-block maps of Figures 6, 7 and 9 are studled, then it is seen that there is
high correlation between them in terms of which sub-blocks display exceptional informa-
tlon, Two further maps are presented in Figure 11,

. Flgure 11
i
Sub-Block Map (Girl Image)
i3

Sub-Block Map
AC Energy Amplitude Factors for Girl Image

SLtb-Optimum Companding Constant Types with Indication or High
Amplitude Factor
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Now 1t can be seen that certain sub-blocks require exceptional bit allocations and nor-
malizing constants, have many significant samples without a normal bit allocation zone,
produce a high mean squared error even when optimally coded and furthermore possess the
highest AC energy. This last property allows easy identification of these sub-blocks

and hence definition of an adaptive, varilable zonal coding 1s possible, An example is
presented to indicate the performance of such a scheme. The most difficult sub-blocks
will require many bits in order to be coded satlsfactorily, e.g. 3 bits per pixel then
the relatively high energy sub-blocks might be coded well at 2 bilts per pixel. The effect
for these images is shown in Figure 12 where the bit rate for the remaining (background
information) sub-blocks is shown calculated to yield an overall 1,5 bits per pixel.

Figure 12
Number of sub- Number of sub- Number of sub- Rate of remain-
Image blocks at 3.0 blocks at 2.0 blocks remain- ing sub-blocks
Bits per pixel Bits per pixel ing Bits per pixel
Girl 11 127 118 0.82
Couple 3 120 133 1.02
Moon 4 71 181 1.27

The distribution of bits is shown in Figure 13 and it is immediately obvious that the AP
ls a very effective delineator of detail in the picture. Excellent quality would result
from such a scheme with the only problem occurring when the discreteness of the sub-
blocks causes part of a feature to be missed.

Conclusion - The Application of Statistical Coding

The results presented in previous sections show that most areas of the images are
coded effectively by straightforward application of the statistical models. The excep-
tions, when they occur are significant because they involve prominent features.
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Figure 13
Adaptive Zonal Coding

Sub-Blocks Coded at 3 Bits Per Pixel Plus Those Coded at 2 Bits Per Pixel

Typically these are characterized by a sharp high contrast edge. Obviously, in a sub-
block containing such features the statistics are not Markovian and not stationary. No
manipulation of the maximum varlance zone except to simply increase its size 1is effective
in coding this data. As an example, the transform domain of the sub-block located on the
diagonal edge of the girl's hairline (reference Figure 13) is shown in Figure 14,

Figure 14
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The significant samples have a distribution out along the leading diagonal, very unlike
the maximum variance zene. In consequence, the adaptive zonal coding is recommended ag
best, particularly since bits are concentrated where desired - in the girl image, the girl
herself is coded mostly with two bits and the insignificant background with only 0,82
bits. The moon picture, however, has the few outstanding features coded at 2 or 3 bits
but the more noticeable background receives l.27 bits.

Lastly it is noted that the mathematical model approach to coding has now been
abandoned in favor of zoneg based upon measured statistics (variances) an improved coding
results since the requirements of the problem sub-blocks are built-in.

Interframe Coding

It is well known that conslderable redundancy is present when g moving picture is
transmitted, The adaptive coder described here was designed to take advantage of the
limitations of human vision, essentially providing only sufficient information to yleld
the illusion of a complete high detail moving pieture. The coder 1s specifically designed
to minimize terminal cost in addition to minimizing transmission cost. In addition a two
stage coding is applied in order to obtain Tlexibility in implementation, Ad application
was plcture telephone in which simple coding might be used locally with additional codlng
for long distance. The first stage of coding consists of the removal of spatial redun-
dancy within single frames. This employs the techniques discussed earlier. The second
stage of coding - interframe coding is thus presented with coded transform domain samples
at a rate considerably less than the source rate. The bit rate reduction is to be
achieved by the updating of only those portions of the frame in which movement has taken
place since the previous frame. Since the interframe coder is presented with data which
has been transformed in sub-blocks, it ig necessary to decide whether s particular sub-
block contains movement and if so, to update it. Detection of the sub~blocks which con-~
tain motion may be effected by examination of the sub-block frame difference energy with
a threshold decision of whether to transmit a new sub-block or not. The effect is a
remarkably linear one as indicated by the error curves of Figure 15,

Figure 15
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brocess becomes apparent. The block diagram
for an implementation of the system ig shown
in Figure 16. Shown is the difference energy
summing and thresholding, the memory and
delays which compensate for the time to make
the update decision. In g normal coder the

frame coder and the same degree of compres-
slon applies to the 8ize of the memory. A
1 compression (6 bits to 1.5 bits) is
OTE T bmhmh¢§~h#aﬁ?ﬂiﬁe#a§%§5ézﬁr“ likely and this results in only a one quarter
T frame memory. From the curve of Figure 15
(11i) a threshold of 4 15 selected as offering
the best compromise between updating all
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moving areas bul nhot updating differences due to noise. The result is shown in Figure 17.
Some blur is visible from the intraframe coding but the interframe coding is perfect.
The result with a threshold of 9 is shown in Figure 18. Some updating errors are vigsible.

Figure 16
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3LOCK DIAGRAM OF ADAPTIVE INTERFR/ME CODER

Owing to the non-availability of data, it was not possible to test the coder dynami-
cally - possibly a problem might be visibility of the sub-block updating structure. This
could be coped with by overlapping sub-blocks or careful transmission of the DC and low
frequency information. The buffering problems associated with the variable data rate
produced by the coder were found to be similar +o those encountered with a pixel cluster
coding update scheme. In particular, in the cage of buffer overload it is noted that an
elegant reduction of data input may be effected by a further spatial compression (re-
guantization or removal of transform domaln gsamples) to take advantage of the limited
spatial resolution of the eye to moving images.

Figure 17
Interframe Coding with Threshold of 4.0
Four Frame Sequence

Frame 2 Frame 3 Frame 4

1.16 bits per pixel 1.17 bits per pixel 1.19 bits per gixel
IMSE = 0.000052 IMSE = 0.000051 TMSE = 0.00004

(1) Intraframe coding at 3.0 bits per pixel
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Figure 17 (Continued)

Frame 2

0.54 bits per pixel 0.54 bits per pixel 0.55 bits per pixel
IMSE = 0.000049 IMSE = 0,0 oohg IMSE = 0.0 oo5g

(1i) Intraframe coding at 1.5 bits per pixel

Figure 18
Interframe Coding with Threshold of 9.0
Four Frame Sequence
Intraframe Coding at 1.5 bits ver pixel

Frame 3 Frame 4

e
0.5 bits per pixel 0.52 bits per Eixel 0.52 bits per pixel
IMSE = 0,000063 IMSE = 0,00007 IMSE = 0.,000092
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JOINT PATTERN RECOGNITION/DATA COMPRESSION CONCEPT
FOR ERTS MULTISPECTRAL IMAGING*

Edward E. Hilbert
Jet Propulsion Laboratory
4800 Oak Grove Drive
Pasadena, California 91103

Abstract

This paper describes a new technique which jointly applies clustering and source encoding concepts to
obtain data compression. The cluster compression technique basically uses clustering to extract features
from the measurement data set which are used to describe characteristics of the entire data set. In
addition, the features may be used to approximate each individual measurement vector by forming a sequence
of scalar numbers which define each measurement vector in terms of the cluster features. This sequence,
called the feature map, is then efficiently represented by using source encoding concepts. A description
of a practical cluster compression algorithm is given and experimental results are presented to show
trade~offs and characteristics of various implementations. Examples are provided which demonstrate the
application of cluster compression to muTtispectral image data of the Earth Resources Technology Satellite.

Introduction

This paper further describes a new technique which jointly applies clustering and source encoding
concepts to obtain data compression. A practical algorithm for implementing this concept was initially
discussed in a previous paper [1]. This cluster compression technique is applicable to multidimensional
information sources in general, but particular emphasis is given here to compressing multispectral image
data from future operational Earth Resources Technology Satellites (ERTS). A Joint Pattern Recognition/
Data Compression Model is defined to illustrate the general concept of combining pattern recognition and
data compression. Then a practical realization of the cluster compression concept is described and
experimental results are presented which show trade-offs and characteristics of various implementations.
Examples are also provided which demonstrate the application of cluster compression to multispectral image
data from ERTS.

Data Model

The multispectral image source can be modeled by the continuous random process s(y],yz,w) which is
the electromagnetic energy at wavelength w for spatial coordinates Y4 and Yoo The measurement vector
elements of a digitized d-band multispectral image are then represented by the vector EﬂY],YZ) obtained

from s(y1,y2,w) by discretizing the variables Y10 Yo and w to give

l(_(Y'l 9Y2)=[5(Y] sstw-l))S(Y] syzswz) P sS(Y] !stwd)]- (n

*This paper presents the results of one phase of research carried out at the Jet Propulsion Laboratory,
California Institute of Technology, under contract No. NAS7-100, sponsored by the National Aeronautics

and Space Administration.
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A Joint Pattern Recognition/Data Compression Model

Figure 1 describes a model of the generalized concept for the cluster compression technique. Let
{54}?=] be a sequence of n measurement vectors obtained from a subset of the multispectral image data. The
entire sequence {Xd}?=1 is analyzed to extract features {Wj}?=1 for the seguence {54}?=1. These features
could also be considered as primitives, or as a basis for approximating measurement vectors. The sequence
of m features {wj}?=1 provides a description of the characteristics pertaining jointly to the entire
sequence of measurement vectors {54}?=1 and in some applications may be the only output required. In other
applications each measurement vector needs to be approximated in terms of {\vj}'f'=1 by the sequence of scalar
numbers {yk}ﬁ=1 which assigns to each measurement vector an approximation in terms of one of the primitives.
Alternately, the concept of Fuzzy Set Theory [2] might be used to allow each measurement vector to be
described by a weighted mixture of more than one of the features in the sequence {wj}?=]. The scalar
sequence {Yk}ﬁ=1 constitutes a spatial map of the measurement vectors in terms of the primitives, and is
called the feature map. Spatial features can be extracted from {Yk}ﬁ=1, and source encoding can be used
to efficiently represent the spatial characteristics of {Zd}?=1 through the encoded feature map denoted by
CY. For each sequence {Xﬁ}?=1 of measurement vectors the model basically uses pattern recognition concepts
to determine a set of features or primitives, and then the mode] uses data compression technigues to
efficiently represent the spatial features in terms of the primitives.

m
EXTRACT Wity
> FEATURES/ > FEATURES
PRIMITIVES
N
p
' DEFINE | tyofey | SPATIAL | € guoopep
SENSOR (il EACH X4 FEATURE CNCODED
IN TERMS EXTRACTOR/ MAP
oF cyoom ENCODER
J73=1

Fig. 1. A Joint Pattern Recognition/Data Compression Model.

The remainder of this paper describes a new practical method of data compression, called cluster
compression, which is bhased upon the model in Fig. 1. Cluster compression uses clustering to extract
multidimensional primitives from subsets of spatially contiguous measurements in the image data and then
applies entropy encoding to the Ffeature map. Another independently developed data compression technique
ralated to the model in Fig. 1 is the Blob algorithm [3]. This algorithm is basically a boundary finding
alaorithm that guarantees closed boundaries. A blob is defined as a connected set of picture elements all
of which have some common characteristic. In the Blob algorithm the primitives are defined by the boundary
finding algorithm and consist of statistical descriptions of the measurement vectors contained within the
various blobs. Snatial definition can then be provided by encoding a sequence which defines the spatial
houndaries of the blobs. This algorithm is most useful as a data compressor when the image consists of
well defined boundaries enclosing picture elements of nearly uniform characteristics, (e.g., agricultural
fields). The Cluster Compression algorithm is different in that it extracts primitives and obtains signif-
jcant compression independent of the spatial characteristics of the data. Thus the cluster compression
technique can efficiently compress images whether or not they contain uniform areas with well defined
boundaries. In addition, if the image does consist of uniform areas with well defined boundaries, such as
fields, the entropy encoding of the feature map also vesults in efficient representation of these spatial
boundaries.
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CLUSTERING FOR EXTRACTION OF FEATURES

Let {X_i}';.':-l be a sequence of n d-dimensional spectral intensity measurements from a spatially Tocal
region of a multispectral image. These vectors generally tend to form grouns in multispectral intensity
shace. A typical plot of {xﬁ}?=1 for two bands in spectral intensity space is shown in Fiq. 2(a). An
intuitively natural set of features to use for representing {X4}?=1 in Fig. 2(a) are the descriptions for
groups of measurement vectors, for example, the aroups depicted in Figs. 2(b)-2(d). Fach feature then
consists of whatever set of parameters are used to describe the source distribution for the group of
measurement vectors. The mgan and covariance are an obvious example of a group description, or feature.
The number of features extracted from any sequence of measurement vectors would depend on how accurately

X1}
or eiqht features might be chosen is shown in Fig.s 2(b)-2(d).

-1 must be represented, and correspondingly what data rate is acceotable. An example of how two, four,

XX X
)&" X % xx @ @
X X @ (s)
am |
Z | X 2 £ g
] xx *x X o3 P ) ;
x*Xx
XXX @ C@
BAND 1 BAND 1 BAND 1 BAND 1
(a) (b) (c) (d)

Figy 2. Typical display in two band spectral intensity space for measurement vectors and n
for groups of measurement vectors used as features. (a) Measurement vectors {Ki}i=1'
(b} Two groups. (c¢) Four groups. (d) Eight groups.

Clustering Approaches

Clustering is a means for automatically grouping multidimensional data [4]-T6]. Figure 3 shows the
basic iterative approach to clustering. All clustering techniques denend on a distance measure between
vectors and a distance measure between clusters, or groups of vectors. The distance measure between
vectors is usually either the Euclidean distance or the absolute value distance. A distance measure
betwean clusters could be as simple as the distance between means, or more generally the shape of the
two clusters could also be used in computing a measure of distance.

ITERATE
ASSIGN
USER ?H???EL EACH Xy RECOMPUTE
SUPERVISION ~—>  CLUSTER TO CLOSEST > CLUSTER S>>
CLUSTERS) ' CENTER NO CHANGE

Fig. 3. The basic iterative approach to clustering

The simple clustering algorithm of Fia. 3 is defined as the Basic Clustering Algorithm (BCA), and
simulation results involving its use in cluster compression are nresented later in this paper. The repeti-
tive assignment computations for the BCA are very simple, and the algorithm can be structured in a highly
parallel manner making very high data rates feasible. The only supervision required in this c¢lustering
is the choice of how many clusters are to be obtained for each set of measurement vectors. Even when the
number of clusters for each data set s constant, the self scaling characteristics of clustering provide
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a good multidimensional quantization of spectral intensity space. However, for some applications it is
desirable to have the number of clusters used per data set be variable and adaptively determined to meet
certain quality requirements. There are many ways of making the basic iterative clustering algorithm

in Fig. 3 adaptive. For example, clusters might be split, combined, or deleted based on intracluster

and intercluster distance measures. A widely used algorithm, ISODATA, with these adaptive traits was
originated by Ball and Hall [7]. Modifications of ISODATA for ground data evaluations of ERTS multispec-
tral data produced ISOCLS [8], [9]. The Adaptive Clustering Mgorithm (ACA) referred to later in the
simulation examples is basically ISOCLS with some simp1ifying modifications. Another clustering approach
often used with ERTS multispectral data is defined in [10]. This approach is similar to the ISOCLS
approach except that a Swain-Fu distance is used as a more accurate measure of intercluster distance.
However, the Swain-Fu distance also requries more computation. Any c]uster1ng approach could be used
with the cluster compression concept, but the emphasis in this paper is on clustering approaches amenable
to high data rate impiementations. Furthermore, initial simulation results suggest that more sophisti-
cated clustering is unnecessary.

Cluster Features

The features extracted from {X } by clustering are typically a subset of the following: cluster
means, cluster variances per band, c]uster covariances, number of vectors in each cluster, set of
intercluster distances, etc. Any description of a cluster can be considered a feature, even the set of
vectors themselves. These types of cluster parameters comprise a compact description of a group
of measurement vectors in a statistical format which is both easily interpreted and directly meaningful
for image approximation and computer classification applications. An example of a simple cluster feature
is the cluster mean.

Cluster Feature Rate. Let {W} be the set of m cluster features which describe the sequence of
n measurement vectors. Assume each Wj requires b bits of quantization per band, For example, in image
approximation ¥, might be the Jj*th cluster mean with b equal to 6 (or 8) bits per band, or in classifica-
tion uses TJ* might be the j*th cluster mean and variance with b equal to 9 (or 11) bits per band if the
variance per band is defined to 3 bit resolution. The spectral rate R spec is defined as the bits per pic-

ture element per band (bpppb) needed to define the spectral characteristics of {X1}1 =1°

o Meb
Rspec T (2)
A graph of RSpec vs. m for various values of n is shown in Fig. 4 with b assumed equal to six, which

corresponds to using only cluster means as features. In some cases this description of {X]}1 =1 May be

all that is needed, and RSpec then represents the total rate in bpppb.

FEATURE MAP SPATIAL DEFINITION

Feature Map Rate

In many applications it is desired to further approximate {)h}?=1 by approximating each vector
individually in terms of the cluster features. For example, if vector X « belongs to cluster j*, then
X % could be approximated by WJ*, which m1ght be simply the mean of c]uster j*. Alternately, X1* couid
be approximated by a combination of {W } The feature map sequence {Yk}k 1 defines the approximation
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Fig. 4. Graph of spectral rate per band Fig. 5. Graph of spatial rate and prac-
vs. number of features for tical spatial rate per band
various measurement vector vs. number of features for
sequence lengths with 6 bits per 1 and 4 dimensional measure-
band per feature. ment vectors.

of each measurement vector and thus gives spatial defintion for the sequence {54}?=]. The data rate in
bpppb for {Yk}£=1 is defined as RS [T each d-dimensional measurement vector is approximated by
one of m primjtives, then

pat"

1092m

Rspat = 4 (3)

Practica] System Rate. In practical systems, however, if m is not a power of two, the rate in
(3) can only be approximated by representing extensions of the source. Let R:pat be the rate achieved
in practice when groups of three of the original m alphabet source are represented by natural coding.
This representation of the source is easy to implement since m is small. Figure 5 shows Rspat and Rgpat
vs. m for two values of d and shows Rgpat is never significantly greater than R

spat for any value of m

which is of interest.

Feature Map Source Coding

Entropy Coding. A typical feature map sequence for an {54}?
is shown in Fig. 6(a). In image data there is significant spectral correlation between spatially close
picture elements, and correspondingly the differences between spatially adjacent elements in the feature
map have a sample distribution function similar to that shown in Fig. 6(b). The entropy for the distribu-
tion of differences in the feature maps is on the average lower than logzm. Thus entropy coding
techniques offer an opportunity to reduce RSpat without any degradation in the reconstructed feature

map. The entropy for the distribution of differences for each {yk}E=] is often used as a measure of per-

=1 described by four cluster features

formance for the encoding of the differences. This entropy represents a performance bound for the encoding
of a zero memory sequence with that sample distribution. Similarly, averaging the entropies over any number
of sequences can be used as a measure of average performance for encoding sequences of differences. The
average entropy represents an unachievable bound on the average performance for encoding all such sequences
with zero memory, since it ignores the overhead required to identify the optimum code assignment for each
sequence of differences.

Entropy Coding Simulation Results. Experimental results for entropy coding of the feature maps are
given in Fig. 7. RS at is shown as a function of n and m for no coding, and for coding of differences
using an adaptive variable length entropy coding technique defined in [11]. Also shown in Fig. 7 is the
unachievable performance bound for coding differences with the assumption that the source has zero memory .
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Fig. 6. (a) Partial example of typical feature Fig. 7. Uncoded and entropy coded spatial
map. (b) Example of typical distribu- rate vs. n for m=2,4,8,16. Also a
tion of differences between adjacent performance bound for coding the
elements in feature map. distribution of differences.

A1l curves in Fig. 7 represent the average results for all square arrays with n picture elements in the
4-band test image shown in Fig. 14(a). Figure 7 shows that entropy coding is more effective for larger n.
In addition, Fig. 7 shows the entropy coding technique described in [11] and used in these simulations
performed close to the unachievable performance bounds {(for the zero memory source). This entropy coding
is easy to implement, especially for the small source alphabet sizes of the feature maps.

Other Feature Map Coding. The above entropy coding did not introduce any degradation in represen-
ting the feature map. However, in some applications only certain spatial characteristics of the feature
map are of interest. For example, only closed boundaries in the feature map may be desired in field
image interpretation. The detection of spatial characteristics in Q(_].}?:1 has been simplified, since
the clustering has reduced the d-dimensional image to an array of scalar numbers indicating the spatial
occurrence of multidimensional features. When only spatial boundaries are of interest, the spatial
encoder must preserve only those numbers in the feature map needed to identify the boundaries, and then the
resulting differences in the feature map will encode to a lower spatial rate.

Another simple example of spatial redundancy removal is the deletion of subsets of the feature map
with reconstruction by linear interpolation. This approach might be used if spatial resolution is higher
than necessary to observe texture required in a particular application. The spatial rate in this case is
simply reduced by the subsampling factor.

Coded Feature Map Rate. Let Rgpat represent the rate in bpppb for the encoded feature map sequence,

Cr' Define the compression ratio CR as

R
(R = -3pat (4)

c
Rspat

v
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If only natural coding of the source extension is used, the CR is nearly one. In general, the rate for
the coded feature map sequence Cr is
2C ) ]ogzm (5)
spat = d.CR °*

BASIC CLUSTER COMPRESSION ALGORITHM

Total Rate

A basic configuration of the Cluster Compression Algorithm (CCA) s depicted in Fig. 8. The input to
the CCA is the user supervision, which for a fixed rate mode may be only the constant number of clusters
to be used for every input sequence. For a quality controlled mode, the supervision input consists of
simple threshold values which control the splitting and combining of clusters in the adaptive clustering,
thereby determining the number of clusters needed for each input sequence. The CCA output for each input
sequence consists of the spectral and spatial definitions for which the rates are defined respectively
in (2) and (5). Thus the tota] rate Rior TS given by

. bem N ]ogzm

c
Riot = Rspec * Rspat n d-CR (6)

Equation (6) is still valid if the entropy coder is not used, but then CR is approximately one. Note that

either RSpec or Rgpat could be zero in some applications, but in gfneral Rtot is a mixture of both spectral
and spatial definitions. Let Rtot in (6) be equal to a constant Rtot’ and express n as a function of m
to get
n= bem/[RY,, - log,m/ (d-CR)] (7)
where Tog.m
RY > 2 (8)
tot © d-CR

*

A plot of n vs. m in (7) for a constant Rtot=] is given in Fig. 9 with b=6, d=4 and CR=1 and 2. This plot
demonstrates that a given Rtot may be approximately obtained by many combinations of m, n and CR, and
similarly there is much flexiblity in choosing the division of Rtot between the spectral and spatial

definitions.
USER
feh CLUSTER ¢ SUPERVISION
%37, R
SENSOR i’4=1 Spec CLUSTER R
FEATURES tot
~
e
ﬁgﬁ%gﬁE ENTROPY Rgpat ENCODED
| 16 ERcL CODER ————> FEATURE
5 MAP
=1

Fig. 8. The Basic Cluster Compression Algorithm
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Fig. 10, %MSE vs. Rtot for various values of n

for the uncoded CCA
Performance vs. Rate

In terms of implementation it is desirable to keep both m and n small, since clustering requires
more computations and memory when m and n are larger. However, one must also question the comparative
jmpact on performance of various (m, n, CR) combinations which have the same Rtot' Performance might be
measured subjectively in terms of image appearance, or quantitatively in terms of percent mean square error
(%MSE), or classification accuracy. Some pictures are provided at the end of this paper for subjective
evaluations of image quality, but at this point a quantitative measure of quality is desired. Classifica-
tion accuracy is an important quantitative measure of image quality for many ERTS applications. However,
classification accuracy is dependent on the classification technique, as well as the compression tech-
nique, and often significant accuracy improvements can be obtained by tailoring the classification tech-
nique for each specific compression technique. Results of jointly investigating corresponding compression
and classification techniques will appear in a later publication. Percent MSE is often not a good per-
formance criteria when comparing across different compression techniques, or different images, but %MSE
is generally meaningful for comparing the performance from options on the same compression technique and
same test image. Thus %MSE is used here as a performance criteria in comparing (m, n, CR) combinations.

Let X represent the original d-dimensional image data, and let X_represent the reconstructed
approximation of the same image data after compression. Then the MSE between the original image and the
approximate image is the expected value of the sguare of the Euclidean distance between X and X.

MSE = E[]] X - X |1%] (9)

The average enerty, & in the original image is defined in terms of the variance in the ith spectral
band, 0%, i=1,25...,d.

d
€ = 2, of (10)

Thus the %MSE is defined by 1=1
IMSE Msi§100 (11)

SPIE Vol. 66 (1975) Efficient Transmission of Pictorial Information /129

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

Simulation Results

Uncoded CCA

Various configurations of the CCA were simulated on the test image shown in Fig. 14(a). This test
image is a 256 x 256 picture element subset from a 4-band ERTS image of the Verde Valley. The purpose of
these simuiations is to obtain a measure of performance vs. rate as a function of the (n, m, CR) combina-
tions. The first simulations used the Basic Clustering Algorithm (BCA) of Fig. 3, but without coding of the
feature map. This corresponds to determining performance vs. rate as a function of (n,m) pairs for CR=1.
The performance of this uncoded CCA in terms of %MSE vs. Rtot for various values of n is plotted in Fig. 10.
For each n shown, all square subsets of n picture elements in the test image were compressed using various
values of m. For example, for n=36 the test image was processed four times as follows: two features
(m=2) per each subset of 6 x 6 (n=36) picture elements, three features (m=3) per 6 x 6, four features
(m=4) per 6 x 6, and five features (m=5) per 6 x 6. These four simulation results were then plotted in
Fig. 10 and a smooth curve was drawn between them. The cluster feature used for this image approximation
application was only the cluster mean, and each cluster mean was defined by either 6 or 8 bits per band
(b=6 or 8). Therefore, the image approximation consisted of substituting the closest cluster mean for
each picture element. For every simulation with a given n and m, the %MSE between the original and
reconstructed image was calculated from (9)-{(11), and Rtot was calculated from (6). For n=576 and n=1024
the performance curves were essentially identical. The results in Fig. 10 show that for the selected
source data the uncoded CCA peaks in performance for all Rtot at n approximately equal to 256. Similar
results have also been obtained from simulations with other test images.

Coded CCA

The same simulations that were conducted for the uncoded CCA (CR=1) were also conducted with entropy
coding of the feature map. This simulation configuration is called the coded CCA. The purpose of these
simulations was to measure performance vs. rate as a function of (m,n) pairs when CR is determined by the
entropy coding of the feature map differences. The entropy coding technique used is that which was
discussed earlier and which is defined in [11]. Basically the encoder adaptively assigns variable length
codewords to the differences between adjacent elements of the feature map, which results in reducing the
average rate while allowing the feature map to be exactly reconstructed. A1l overhead rate costs have
been included in the compression ratio results for the entropy coding. The spatial rate reduction, or CR
due to entropy coding was shown in Fig. 7 to be greater for larger n. Thus the performance curves far the
coded CCA will shift more to the left of the uncoded CCA curves when n is larger. This effect is observed
by comparing the coded CCA curves in Fig. 11 with the uncoded CCA curves in Fig. 10. The coded CCA
continues to increase in performance as n increases, but it is near peak performance for n=256.

Adaptive CCA

In the next simulations, the Adaptive Clustering Algorithm (ACA), which was discussed under Cluster
Approaches, was used to adaptively determine the number of clusters to use for each sequence of n picture
elements. The total rate for this CCA configuration is approximately the average of all total rates for
each of the sequences of n elements, since the overhead to identify the number of clusters for each
sequence is very small. The advantage of the adaptive CCA is that a lower average value of m can typically
be used to obtain the same image quality. The performance and rate of the adaptive CCA are now dependent
on the criteria for increasing or decreasing the number of clusters, as well as the combination of
(n, m, CR). The performance of the adaptive CCA was observed to be less dependent on the size of n, with
all results for n of ten or greater nearly on the same performance curve. Although Rtot was sensitive to

130/ SPIE Vol. 66 (1975) Efficient Transmission of Pictorial Information

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

— R T T T T R S R o R e S S DA



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

changes in the criteria for determining the number of clusters used per sequence, the performance vs. rate
trade-off was very insensitive to changes in that criteria. There is a significant performance gain in the
adaptive CCA relative to the coded and uncoded CCA. This gain is shown in curves 3, 4 and 5 of Fig. 12.

However, the performance gain due to adaptability is dependent on both the image data and user application.

Hadamard and Fourier Transform Techniques

Tests were performed to compare the MSE performance of the CCA with some other compression technigues
which are well known. The two techniques used for comparison are the well known Hadamard and Fourier
transform techniques. A discussion of Hadamard and Fourier transforms in image coding is given in [12]
and [13]. Both techniques were used in an adaptive form, and the compression was done on each band of the
test image independently. Some improvement in performance could be obtained by modifying the technique to
work jointly on all four bands. The Hadamard transform technique involved taking the two dimensional
Hadamard transform of all 8 x 8 subsets of the image. Then the 64 coefficients were placed in 9 zones,
each of which had the quantization and corresponding bit rate per coefficient based on the variance, or
energy of the coefficients in the zone. The Fourier transform technique was similarly adaptive, but in
addition a symmetrical transform approach was used which doubly folded each data subset to provide
horizantal and vertical symmetry. This symmetry reduces the intensity discontinuities at the boundaries
due to the low pass filtering. The %MSE vs. total rate for these two adaptive transform techniques is
shown in curves 1 and 2 of Fig. 12 along with the CCA performance curves.

Simulation Summary

In Fig. 13 a summary of the above simulation results is given by plotting Rtot required for 2 #%MSE
vs. n for the various compression configurations. The data points plotted in Fig. 13 were interpreted
from the smooth curves in the previous figures, as well as from other simulation results. These curves
point out a substantial MSE penalty for n<i00 and a good value for n would be 256. Also simulated
was the use of the absolute value distance measure in the clustering algorithm. It was observed that both
%MSE and subjective image appearance were essentially unchanged relative to the use of the Euclidean
distance measure. This result could be significant from an algorithmiimplementation standpoint.

7r 7 -
% CODED CCA 1. ADAPTIVE HADAMARD
\ i =36 x 2. ADAPTIVE FOURIER
6} 00 6t ] 3. UNCODED CCA, n=256
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Fig. 11. #MSE vs. Rtot for various values of n Fig. 12. #MSE vs. Riot for various CCA configura-
for the coded CCA tions and for adaptive Hadamard and

Fourier techniques.
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The %MSE vs. Rtot performance results agreed well with the subjective measure of image appearance
for the three CCA forms simulated above. This would be expected since the uncoded, coded and adaptive
CCA all introduce the same type of image degradation. In particular the coding used in the coded CCA
changes the spatial data rate, but does not change the image quality. However, it should not be assumed
that the resuits in Fig. 13 apply to all CCA forms. There exist many forms of the CCA with different types
of image degradation due to using different types of feature map encoding. For exampie, one could use
subsampling of the feature map to obtain CR=2, 4, or 8 and this would greatly change the type of image
degradation, as well as the performance as a function of (n,m) pairs. In fact simulations at low Rtot
have shown that a CCA with feature map subsampling gives an image of much better appearance than that of
an adaptive CCA, even though both CCA results were at the same %MSE and Rtot' In general, there exist
many options for feature map encoding, and the corresponding CCA forms often have trade-offs between
spectral and spatial quality which may not be meaningfully measured in terms of MSE. However, the results
summarized in Fig. 13 do define meaningful relative performance variations due to {m,n) pairs for useful
CCA forms of no coding, entropy coding, and adaptive clustering.

Other CCA Configurations

There are many possible variations in the form of the cluster compression concept. The above simula-
tions demonstrated variations in the clustering and in the feature map coding. Other variations could
similarly center about coding sequences of the features extracted from successive local sources of the
image, in order to reduce Rspec. When clustering sequences of local sources, there is likely to be
considerable correlation in cluster descriptions from the different sources. Another mothod of removing
this redundancy is to collect the cluster descriptions for a sequence of local sources and then cluster or
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combine the local source clusters into a smaller set of clusters. The number of clusters per Tocal source
might not be changed, but the number per sequence could be considerably reduced. The clusters in each
Tocal source are a subset of the sequence clusters. Cascaded clustering also allows for modification of
Tocal clustering based on knowledge of clustering results for surrounding local sources. This varijation
of the CCA is called the cascaded CCA and it has been previously discussed in [1]. The cascaded CCA
referred to in the following image reconstruction simulations, simply uses the BCA to cluster each local
source, and the BCA again to cluster the cluster means of each cluster in the sequence of Tocal sources.

Better results could be obtained from using intercluster distance measures and other cluster features in
cascaded clustering.

Reconstructed Image Examples

Figures 14-19 provide examples of reconstructed images resulting from simulations of the various CCA
forms. The image reconstruction consisted simply of substituting the appropriate cluster mean for each
picture element. In general, the CCA provides the compressed data in a form which enables simple decom-

pression and selective access from the data in applications of image approximation, or computer interpreta-
tion.

Conclusion

The Cluster Compression Algorithm was shown to be an attractive new approach to multispectral image
data compression. The coded and adaptive CCA were shown to provide substantial performance gains over the
uncoded CCA. The entropy coding increased in effectiveness for Targer n, but overall performance in terms
of #MSE vs. Rtot approached near maximum performance for nz16 with non-adaptive clustering, and for
n>10 with adaptive clustering. Other variations of the CCA, such as feature map subsampling and the
cascaded CCA were also discussed. Picture results from simulations of all the CCA variations were pro-
vided for subjective image quality evaluation. These pictures and others demonstrated the CCA to be
capable of excellent performance under both MSE and subjective fidelity criteria.
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(a) 6 bpppb

Fig. 14. Original pictures of 256 x 256 picture elements.

(a) A subset of an ERTS image of the Verde Valley; band 2 selected for display from a
total of 4 bands, quantized to 6 bits per picture element per band (bpppb).

(b) Red band of girl selected from a total of 3 bands, quantized to 8 bpppb.

15(b}

(a) .88 (uncoded), .8 (coded) bpppb (b) 1.18 (uncoded), 1.07 (coded) bpppb

Fig. 15. Examples of the uncoded and coded cluster compression algorithm {CCA). The Tocal
source subsets are 10 x 10 picture elements (n=100) and each is clustered into 5
clusters {(m=5). A1l overhead is always included in the rate computations.

(a) Spectral rate {(Rspec) =
coded spatial rate (RS

.?, uncoded spatial rate (Rgpag) ? .58,
.88
.& (coded) bpppb. spat

= .5, total rate (Rtot) = uncoded),

(b) Rspec = .4, Ripar = .776> REpat = 666,
Rtot = 1.18 (gﬁggded), 1.07"{eoded) bpppb.
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(a) .79 (uncoded), .68 (coded) bpppb (b) 1.16 (uncoded), 1.12 (coded) bpppb.

Fig. 16. Examples for the adaptive CCA. The local source subsets are 10 x 10 picture elements
(n=100) and the number of clusters (m) for each is adaptively determined.

(a) m=1 to 15 with an average of 4.5; Rspec = .28, Rgpat = .51, REpat = .4,
Rtot = .79 (uncoded), .68 (coded) bpppb.

(b) m=1 to 16 with an average of 5.6; Rspec = .46, Rgpat = .7, R§pat = .66,
Rtot = 1.16 (uncoded), 1.12 (coded) bpppb.

(a) .97 (uncoded), .72 {(coded) bpppb (b) .58 (SS2) bpppb

Fig. 17. Another example of the adaptive CCA which also demonstrates combined use of subset
sampling by 1/2 (SS2) of the feature map. The local source subsets are 16 x 16

picture elements (n=256), and the number of clusters (m) equals 1 to 19 with an
average of 5.57.

(a) Rspec = .18, R3 .. = .79, RSy = .54,
Rtot = .97 (uncBd&d), .72 (cBded) bpppb.

(b) Rspec = .18, R3jat = .4 (SS2),
Rtot = .58 (5529 bpppb.
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#

(a) .664 (uncoded), .519 (coded) bpppb (b) .357 (SS2) bpppb

Fig. 18. Example of cascaded CCA incorporating no coding, coding, and subset sampling by
1/2 of the feature map. The local source subsets are 16 x 16 picture elements
(n=256) which are initially clustered into 8 clusters each. The cascaded
clustering combines 128 clusters from a sequence of 16 Tocal source subsets into
16 clusters per sequence and an average of 5.44 clusters per subset (m=5.44).

(a) Rspec = .047, R3pat = .617, R¢pat = -472,
Rtot = .664 (uncoded), .519 (cgged) bpppb.

(b) Rspec = .047, R3 .4 = .31 (SS2),
Rtot = .357 (SS3) bpppb.

(a) .583 {(uncoded), .403 (coded) bpppb (b) .183 (SS4) bpppb

Fig. 19. Example of cascaded CCA incorporating no coding, coding, and subset sampling by
1/4 (SS4) of the feature map. The Tocal source subsets are 16 x 16 picture
elements (n=256) which are initially clustered into 4 clusters each. The
cascaded clustering combines 64 clusters from a sequence of 16 local source
?ubsets)into 16 clusters per sequence and an average of 3.16 clusters per subset
m=3.16).

(a) Rspec = .05, Rdpat = .533, REpat = .353,
Rtot = .583 (uncoded), .403 (coded) bpppb.

(b) Rspec = .05, R3 .. = .133 (SS4),
Rtot = .183 (5315 bpppb.
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A DUAL MODE NONLINEAR INTERPOIATIVE COMPRESSOR FOR SAR IMAGES

Dr. Wen~hsiung Chen
Senior Engineering Specialist
Aeronutronic Ford Corporation
Western Development Laboratories Division
3939 Fabian Way
Palo Alto, California 94303

Abstract

A dual mode nonlinear interpolative compressor is described which compresses synthetic aperture radar
images. The compression algorithm takes advantage of (1) the strong contrast between the target and the
background, (2) the small percentage of target area compared with the total SAR image. The algorithm
operates in two modes, i.e., an exact data transmission mode and an interpolative mode. The image is first
segmented into small sub-blocks. The compressor then selects one of two modes according to the pixel
values inside the block. If any pixel inside the block is above a predetermined threshold all pixels in
this block are transmitted. On the other hand, if all pixels inside the block are below the threshold
only one pixel is transmitted. At the receiver a two dimensional interpolation is then conducted to esti-
mate the entire pixels in the block. Under the stationary assumption of the background information a
second order statistic of the SAR image is used to derive the interpolative scheme. The compressor not
only offers a high degree of exact target recovery but also offers a good recovery of the background
information. Computer simulation results indicate that a good quality reconstruction can be accomplished
with 1.5 bits per pixel.

Introduction

In SAR images the signal intensity in the target area is usually very much higher than that of the
background. Also, the target usually occupies a relatively small area when compared with .the background.
Assuming that the main objective to compress SAR images is to recover the target area as close to the
original as possible. Then the transform coding technique based on the average statistics offers little
advantage since the average statistics collected from SAR images are contributed most by the background.
Unless a separate processing of the target and the background incorporate with a complicated adaptive
coding scheme is used, the transform coding tends to recover the background fairly well but distorts the
target rather severely. With this observation, a dual mode nonlinear interpolative compressor is intro-
duced. The compressor not only offers a high degree of exact target recovery incorporate with a good
background recovery, but also offers a simple way of hardware implementation.

The dual mode nmonlinear interpolative compressor operates the spatial data in two distinct modes. For
those data above a predetermined threshold all data are transmitted. For those data below the threshold
only a few samples are transmitted and at the receiver a nonlinear interpolation is performed to recon-
struct the data. Suppose that the target area occupies less than 15% of a SAR image, then a data
compression ratio of at least 5 to 1 can be achieved.

It is well understood that redundancy removal techniques such as that to be used here, tend to propa-
gate errors. However, if an error correcting code is used in the mode specification, a reliable data
transmission is feasible. The mode error corrections will cause little overhead to the compressor.

Statistical Properties of SAR Images

Statistical information plays an important role in developing an efficient algorithm. For a better
understanding, some of the statistics which are of importance to the dual mode nonlinear interpolative
compressor are briefly presented.

Figure 1 shows a typical probability density function of SAR images. (The upper end of the histogram
which represents target information has been magnified somewhat.) The histogram has two peaks where the
strong low-grey-level peak corresponds to clutter, background, etc., and the weak high~grey-level peak
corresponds to bright target areas. Generally, the separation between the two peaks is very high and the
overlap is low. Since the low-grey-level background dominates most of the image, the average intensity is
expected to be very low. For a typical SAR image with grey levels of 0 to 255 (8 bits data) the mean is
found to be 5.68. Figure 2 shows a plot of the percentage of pixels lying below a magnitude threshold
level for a typical SAR image. A strong low level distribution of the SAR image is clearly demonstrated.

A series of experiments has been conducted to find the second order statistics of SAR images. With a

stationary assumption of SAR images the autocorrelation function is found to be closely related to a
double-sided exponential function which can be modeled by

R(T) = e-d'|T| 1
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Figure 1 Histogram Distribution of a
Typical SAR Image
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Figure &4 illustrates an experimental autocorrelation function for a typical SAR image. The modeling of
this function by equation (1) is also plotted. The close fitting of the experimental data to equation (1)
suggests that the image pixels along rows or columns are highly correlated and can be modeled by the first

order Markov process.

Compression Algorithm

The compression algorithm used here is based on the estimation of most background information through
a two dimensional nonlinear interpolation. The image is first segmented into small square blocks of
pixels. The compressor then selects one of two modes according to the pixel values inside the block. If
any pixel inside the block is above a predetermined threshold all pixels in this block are transmitted.
On the other hand, if all pixels inside the block are below the threshold, only one pixel in this block is
transmitted. At the receiver, a nonlinear interpolation is then conducted to estimate the entire pixels
in the block. Figure 3 illustrates a segmentation of image pixels into M x M blocks. Suppose that every
pixel in the first block is below a threshold, then only £(1,1) dis transmitted. At the receiver £(1,2),
£(1,3)...£(1,M) are estimated from £(1,1) and £(1,M+l), Next £(M+1,2), £QH1,3)...£QH1,M) are
estimated in a similar way using £(M+l,1) and Ff(1, Mrl), (The estimation is not necessary if all
pixels in this block are transmitted.) The pixel values in these two lines are then used to estimate all
the values along column directions to f£ill out the entire block.

The interpolation scheme used is to optimize the mean square error between the original data and the
estimated data. Suppose that an estimation of £(t), 0< t< T, in terms of £(0) and F(t) is
required, i.e.,

;(t) = a £(0) + b £(T) 2)

Then the error must be orthogonal to £(0) and £(T), i.e.,

E{[£(t) - £(©)] £} =0 (3)
and E{[£(t) - £(0)) £@} =0 )
£(1,1) £(1,2)...£(1,M) loramn...
£(2,1) £(2,2)...£(2,M4) L e,
] |
|
. l
. . .-
E£QM,1) £(M,2)...EQ1,M) : £(M, M)
I

EQMFL,MFL) ...

Figure 3 1Image Segmentation of M x M Blocks
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Substitution of equation (2) into (3) and (4) and solving these equations one obtains

R(O)R(E) = R(TIR(T-t)
RZ(0) - R%(T)

o - R(OR(-£) - RGIRE)
r2(0) - R%(T)

where R is the autocorrelation function. With the autocorrelation function modeled by R(T) = e-a IT'
there results

a = sinh o (T-t)
sinh 2T

sinh ot
sinh oT

The bit compression factor can be computed from the relative time that the compressor is in the inter-
polative mode. Let the original image be quantized in B bits and let P be the probability of being
in the interpolative mode. Then the average code bits required in a block of M x M pixels is

Average code bits = P(B+ 1) + (L - P) (M?B + 1) (5)

In the above equation, an extra one bit is assigned to the mode specification. With total code bits of
M2B per block the bit compression factor is found to be

1’8

BCF = (6)
P(B+ 1) + (1 - P)(MB + 1)

For typical SAR images since the target area generally occupies only a small portion of the image the
probability P is expected to be very high. Let P be assumed to be 0.85. Then with an 8 bits input
data and a 5 by 5 data block segmentation the bit compression factor is 5.3. For an extreme case, a
maximum bit compression factor of 22.2 can be achieved. This is equivalent to the case where there are
no metal objects in the radar return. The optimum block size for the compressor is dependent upon the
image resolution and the target distribution inside the image. No effort is intended here to find this
value.

The limitation of the dual mode compression system is that the system tends to propagate channel
error. One way to minimize this problem is to apply an error correcting code to those bits which specify
the mode transitions. The increase in bit assignment for mode representation will not have too much
effect on the overall bit compression factor. As an example, if 5 bits are used in the mode specifica=
tion, then the bit compression factor becomes

1’8

BCF = > (7)
p(B + 5)+ (1 ~p)(M” B+ 5)

With p, B, and M equal to 0.85, 8 and 5, respectively, the bit compression factor is 4.8 which is only
slightly less than the case when only one bit is used as mode specification.

Experimental Results

A computer simulation has been performed to evaluate the performance of the dual mode nonlinear inter-
polative compressor to the SAR images. Figures 7(a) and 7(b) contain two typical 8 bits SAR images of
256 by 256 pixels as an input to the dual mode compressor. With the help of figures 1 and 2 a number of
threshold levels has been determined and a number of data compression performed. The block size of the
compressor is arbitrarily chosen to be 5 by 5. Figures 8(a) to 8(h) illustrate some of the experimental
results. A good reconstruction of 1.5 bit pictures are demonstrated with virtually no target degradation.
Figure 5 shows the mean square error performance of the image in figures 7(a) and 7(b) as a function of
average code bit. The mean square error plotted can be considered very good since they are normalized by
the dim signal energy. Also plotted in figure 5 is the mean versus average code bit. As expected, the
interpolation tends to drop the average signal intensity in a minor degree. Figure 6 shows a plot of the
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average code bit as a function of the threshold level for the image in figure 7(a). Once a threshold
level is determined the bit compression factor can readily be calculated.
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Figure 6 Average Code Bit Versus
Threshold Level

Summary

The dual mode compressor has proven to provide a substantial data compression for the SAR image. The
compression algorithm has an exact data transmission mode and an interpolative mode. The compression is
essentially done in the interpolative mode. Due to the specific statistical characteristics of the image
a nonlinear interpolation of the data points can be derived. The techmnique can be considered excellent
for SAR image applications from the standpoint of implementation and performance.
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Robert M. Haralick
Norman Griswold
Nimitra Kattiyakulwanich
University of Kansas Center for Research, Inc.
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Abstract

One frequently used image compression method is based on transform coding. In terms of RMS error, the best transform
is the Karhunen—Loeve (Principal Components). This method is not generally used due to computational complexity. In this
paper we show that under isotropicity conditions the Karhunen-Loeve is almost separable and that an approximate fast
principal components transform exists. Our-results indicate that the fast K-L is nearly as good as the true K-L and that it
yields better results than other discrete transforms such as DLB, SLANT, or Hadomard. The approximations and errors are
discussed in terms of the RMS and RMS correlated error,

Introduction

The purpose of transform coding is to store or represent data in a reduced dimensional space and yet preserve the data
structure. When mean square error is the optimality criterion, the principal components or Karhunen-Loeve expansion is the
best. However, the principal components technique is generally not used in transform coding image compression work
because of its computational complexity. In this paper we describe how to implement the principal components or Karhunen-
Loeve transform (KLT) as o fast transform for image data when the image data satisfies mild stationarity and isotropic
conditions.

Figure 1 illustrates the fypical way transform coding is done. The N, row and N¢ columns image is partitioned into
subimages or windows each having K; rows and K¢ columns. There are (Nr/Kr) - {No/K¢)  such subimages. Each sub-
image is fransformed using a Hadamard, Fourier, Slant, Discrete Cosine, or Discrete Linear Basic fransform (all of which
have fast implementations) or by the principal components or Karhunen-Loeve transform (which is slow). Those transform
domain components which have the highest energy or variance are quantized and stored or transmitted while those
transform domain components which have lowest energy or variance are not retained and effectively set fo zero. Data
compression is achieved because the number of bits required to encode the highest energy transform components are much
less than the number of bifs required to encode the data in its original spatial form.

In order to achieve the data compression by the principal components technique, the grey levels in each of the
(Ny/Kp) - (Nc/Kc) subimages must be arranged as a vector and the (K(K¢) x (KK,) auto~covariance matrix for a sample
fraction f these vectors much be computed. This requires

N, N,
fler) (k) (Ko (KKey = FNNCKK,

operations. Next the eigenvectors and eigenvalues of theauto-covariance matrix must be found. This requires.on the order
of (KrK¢)3 operations. To take the dot product of each subimage with KiK¢ vectors to obtain the transformed image
requires  (Np/Kp) (Ng/Kc) (KrKC)2 operations, The fast transform technique we describe requires

(Nr/Kr) (NC/KC) (KK (K +K)
operations. This represents a savings factor of K K /(K¢+K,)

Stationarity and Isotropicity

In order to begin our discussion of how a fast KLT comes about, we first must discuss what we mean by stationarity and
isotropicity for an image. Suppose an image I has N, rows and N columns. Partition this image into mutually exclusive
subimages each K; rows by K. columns. (We assume Ny is an integer multiple of K and N¢ is an integer multiple of K¢).
We say the image [ is stationary (in the weak sense) when two conditions are satjsfied:

(1) The mean grey tone of all resolution cells situated in subimage row column coordinates (i,]) is the same constant
1 which is independent of the relative subimage coordinates (i, j).

(2) The grey tone covariance of all pairs of resolution cells situated in subimage row column coordinates
[ G,}), (i+n], j+no) ] is afunction o(ny,ng) only of the row column translations (n1,n2) and independent of the
relative subimage coordinates (i, ).

As illustrated in Figure 2, condition (1) implies, for example, that the average grey tone of all resolution cells occupying
the upper left hand corner of the subimages equals the average of all resolution cells occupying the upper right hand corner
of the subimages. In other words, fix a relative coordinate of the subimage. Then the average grey tone taken over all
resolution cells having those relative coordinates in the subimages is equal to the average taken over any other relative
coordinates.

As illustrated in Figure 3, condition (2) implies, for example, that the average second moment grey tone taken between
resolution cells occupying the first and second columns of the first row in each subimage must equal the average second
moment grey tone taken between resolution cells occupying the fifth and sixth columns of the third row in each subimage.

In other words, fix some relative coordinates of the suEimoge. Then choose a row column translation. Then the second
moment grey tone taken between all resolution cells situated in the specified relative coordinates and in the specified
relative coordinates shifted by the row and column translation is independent of the specified relative coordinates ond only

a function of the translation factor. o .
An image 1 is isotropic if it is stationary and if the covariance depends only on the spatial distance of the translations.

144 / SPIE Vol. 66 (1975) Efficient Transmission of Pictorial Information

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

Mby N MbyN
1 T
T
Mby N
11T
t Select NC Component
One from Each Window
Fast Forward ) “ Fast Inverse
Window to Satisfy Enerqy
Transform Rik dit>ly therd Y
ata Criteria. Zero Qut Transformation
Time Other Components

Figure 1, The transform coding technique

~ K

[ Y]
Np

(@) ()

Figure 2, Tllustrates that in a stationary image the average greytone taken over
all resolution cells marked in image (a) equals as the average greytone taken
over all resolution cells marked in image (b)

[_“_— Ne —
Ke™
) HT

ol

L4 N
X H

BRI B B 8|

=
=

| =
KK

Figure 3. Illustrates that in stationary images the second moment statistics taken
over all resolution cells marked in image (a) equals the second moment statistics
taken over all resolution cells marked in image (b)

SPIE Vol. 66 (1975) Efficient Transmission of Pictorial Information /145

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

Thus, for example, the covariance for a shift of one row down and two columns over is not necessarily equal to the
covariance for @ shift of two rows down and one column over for a stationary image, but since they both represent translation
of distance \/5  they would.be equal for an isotropic image.

In more mathematical terms, let

Zr = t0,1, ""Nr_]'[ be the set of row indexes for digital image I

Zr = ‘0, 1,.. .,Nc-]$ be the set of column indexes for digital image I .

Suppose N_ is an infeger multiple of K_ and Nc is an integer multiple of Kee
Let g, = %(c,b)e Z xZ_ | amoduloK, =iandb modulo K_ = j{

S(i,j,n],nz) = %[ (a,b),(c,d) | € (Zr x ZC) X (Zr X Zc) | e= a+ny, d=b+ Nor and (a,b) €R(i, )
An image I: erZc + G is stationary if and-only if

1 .
M ¥ = 3 I{a,b) for each (i,j)
RED (o, b)€RG, )

@ olnyn,) = 7_51'—'7’1‘1__”; 3 Qb)) We,dim 1) for eoch (i,])

[ (qlb)l(cld) le S(iljln'llnz)

An image I: erZC—* G is isotropic if and only if T is stationary and
2, 2

c(n],nz) = c(m],mz) whenever n]2+n22 = m;"+m,

Consider now how we could compute the covariance matrix for an image which satisfies or almost satisfies the station-
arity or isotropicity conditions. Shown in Figure 4 is a 16x16 image. We will partition it into 4x4 subimages (Figure 5).
Figure 6 shows the general form of the autocovariance matrix when no stationarity or isotropicity assumptions are made.

To determine the covariance matrix with stationarity assumed, we generate a tableau which depicts all pairs.of resolution
cells situated in the same translational relationship [see Table 11. From this table the stationary aytocovariance may be
formed, Figure 7. If the tableau is modified by the definition of isotropicity we can generate a new table and subsequent
covariance array, Table 2, and Figure 8. This assumption basically establishes equivalence classes of the lettered columns
in Toble 1 in the following manner:

{argt o}
{q,s} {f,f&,p,j}
{V’d} {flnlblh}
{erf} {esu,c,0f

Symmetry Properties of a Covariance Matrix of an Isotropic Image

A covariance matrix of an isotropic image has symmetry properties which permit the rapid computation of its eigen=
vectors. Such a covariance matrix can always be partitioned into K2 (KexKe) submatrices, each submatrix being of the
toeplitz form. Each such toeplitz submatrix Kas only K, distinct entries as shown in Figure 9. The number of times each
distinct entry occurs is given by:

entry name number of times entry occurs
1 & Ke
vy n, = 2n] =2
v ng = n =2
Vé n4 = hn '2
V' = n -
Kc 1 Kc 1= N -2 2
v ne =
Kc KC = nKC_-I 2=2
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= Ne |
1 121314
sle|7]|s < Ke »
elwin|z /
anLy | a2 | 3 | 0,4
B M| e 4 )

@M | @2 | @3) | 24

Np

6,1 ] G,2) | 3,3) | B,4)

“4,1) | 42) | 43) | 449

Figure 5. A K x Kc subimaage of the
original image.

]

Figure 4. lllustrates a 16 x 16 image partitioned info
4 x 4 subimages.,

\ f R m I e RAa« R §gaIE A
foltion Gl = © = € & & & d & 0 & ¢ 3 3 3 T
(1,1) oo | @b | oc | ed | o0 of | ag| oh | af |a| |ak |t {am| an | ao | ap
1,2) bb | belbd | be | bf | bg | bh| bl | bj [ bk | bl |bm bn | bo | bp
(1.3 cc|cd | ealcf |eg|ch|ctjel |ck|chlemicnieojecp
(1,4) dd | de | df |dg | ah|dl [a |dk] dl|dm]dn|do]de
; {2,1) oo | of |eg | eh | el | o] | ak | @l jom| en | o | op
!. (2,2 gl m|m|a|f|nfjmlf]|f]fp
| 2,3) gg | oh| gt | gi | k| gl jom|on)oo]oP
| (2,4) hh | bt | by | W | bl | bm| el hol ke
@0 wl k| fim]in]de]lp
3,2 Dk | W m]in]le]r
I (3,3 kk | kI | km| kn | ko | kp
(3,4) Hlm]ln]lo]lp
@,n mm | mn | mo| mp
4,2 nn | o | np
“,3 oo | op
@49 PP

Figure 6. Iilustrates that the auto-covariance matrix for a
non-stationary image partitioned into 4 x 4 subimages, has
136 distinct entries. Each distinct entry is labeled with a
two character label.
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a b c d . f g
3.3 3,2 (CA)) (3,0 ) @22 3.3
L-@4  QI1=43)  (0,1-4,2) @3,0-4,D 1L, (1,3-(4,1) (1,4)-4,1)
L2r4 4 (0,2-(4,3) (1,2-4,2 (LI-(4,2)  (1,4-(4,2)
L,3-(4,4)  (1,3-4,3)  (1,4r(4,3)
(1,4)-4,4)

h i i K L m n
2,3) 2,2 2, (2,0) 2,1 (2,-2 2,-3)
0L,0-@,4 033 (1,132 (1L,)-3,D  qa,2-G,1) (1,33, 0,433, 1)
@U-44  (1,2-3,49  (L,2-3,3)  (1,2-3,2  (1,3-3,2)  (1,4-3.2) (2,44, 1)
. 1-(4,3) (1,3)-13,4} (1,3)-3,3) {1,4(3,3) (2,3)-(4,1)

@2r4,4 2,042 (1,4-3,8  2,2-(4,1)  (2,4-(4,2)

(2,2)-4,3)  (2,1)-4,1)  2,3(4,2)

(2,3)-(4,4)  (2,2)-4,2)  @2,4r(4,3)

(2,3)~4,3)

(2,4)-4,4)

- 4 q r s t v
Q.3 .2 (LY 1,0 (1) ) 0,-3)
02,4 0,0-2,3)  (1,02,2) (1,1 (2,1; (3,1)-4,1) G220 3@ 0,4mRn
Gaas @ity DGR GG 0l GAaks da-e gu-gh
OB Elen Qe (a-em Garda  Gaam @GN Gy
3,17(4,3) 2,2-(3,3) (2,1-3,1) 2,39-3,2)  (3l3)-2'1)

(,2r(4,4) (2,3)(3,4) (2,2-3,2) (2,4)-(3,3) BoA)-(a12)

3,11 (4,2) (2,3~3,3) (3,2)-(4,1) '
@3,2r(4,3) (2,434 (3,3)~(4,2)
(3,3)-(4,4) (3,4)-(4,3)

v w x Yy

©3) 2) (0.1} ©,0

1,01-(1,2) (3,3)-13,4) (1,0=(1, 1) 3,1)=3,1)
1,2-(1,3) (4,1)~14,2) (1,2)~(1,2j (3,2)-3,2)
1,3-(1,4) (4,2)-14,3) (1,3)=(1,3) (3,3)-3,3)
2,1-(2,2) (4,3)~14,4) g:‘)‘“"“ (3,4)~3,4)

-4 0n
2, 10-(2,4) (1,2)-1,2
(3,1)-(3,4) (2,1)-2,%
“0)8,4) 2.2)-2,4

WD 3,5 12,2-(2,3) J=(2,1; (4,1)-4,1)
(3,2)=3,4, 2,3-(2,4) (2,2)-(2,2) (4,2)-'4,2)
4,1-14,3 3,1~(3,2) (2,3)-(2,3) (4,3)-'4,3)
(4,2)-4,4, (3,2~(3,3) (2,4)-(2,4) (4,4)-'4,4)

Table T lists in each column all pairs of resofution cells situated in the same translational
relationship. For example, all the resolution cell pairs listed under column ¢ are related
by-three-rows down and one row across.

SRS EagYIaagIgay
ResoltionCelN\ = S = =z s g 8 g s o £ £ % &
ANy |x{wiv|[r|qlpl{olkjjlilh|d|lc|b]la
O x|y{x|w|s|rlq|p|l|k{j[i|e]d]|ec]b
(I3)|wi xlytx|[tis|r|lgqlmii]|k ejd|e¢
Q) viw|x|ytultlysfirin|m|[I|k|g|flel|ld
@Dl ris|t|u]ly|x|wlv|rlglp|lolk ilh
2:2)fqr|sit|xyy|x|w|s|riq|lp|!l]k i
@3|pfq|rls|wlxly|x|[t|sir|q|m|[l |k}
R4)olplalr|v|w|x|y|uv|[t|sir|[nim|] ]|k
BUk|llm|n|r|sitiuly(x|wiv|c|qg]|pleo
B2 jlkil|[miagir]sit|x|y]lx|w|s|[r]|q|p
@) ililk|1lp ris|wixly|x[t]s})r|q
@B h|i|jlk|lofpig|r|v|w|x|ylu|t|[s]r
4nNfdjelflolkll im|n!r|{s]t]u x| w
@2 c|d|lejflj|k|[Vim]|ag|r]s]|t y|x|w
4,3 blec|d}el: jlkillp]lqr|s|wx x
@4 a|ble|d|hfifjik|{ofplalr|v|w]x y

Figure 7. Form of auto-covariance with stationary assumption.
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3 b < 4
date & 210 o
(1, D=(4, 4 1,1)-4,5 (1,1(4,2) {1,1-(4,1)
(rate vt (1,2-(4,3) (24,2
M3)-dim (1,3~(4,4) (1,3-(4,3)
(1,4)~(4,2) (1,2-(4,1) (L4144
(1,4)-(3,1 (1,3-(4,2) (1, 1(1,4)
(2,4)-(4, 1) (1,4)-{4,3) (2,1)-(2,4)
e e by
(2,1)-(4,4) 2,4-(3, 154,
L4, 1)
e
@ V-(4,4)
! i
2 k
d’=8 o5 o
= =4
(1,1)-(3,3) (1, 1)(3,2) {1,2-(3,1) 1,1)-(3,1 -
Qe 0,2-3,3) 1,3-3,2) are 1o
Gr2)-idr) Q- a9 2 -2
12)-4, (1)-(4,2) 2,2, (1,4)-(3,4) 12,2-(204
f}'i)_sg';)' 2,2-(4,3) 2,31-(4,2) 2I)-(4) r3,l\-(3,3;
PAa, (2,3)-(4,4) 12,41-(4,3) (2,2)-(4,2) 3,2(3,4)
Tl (L1219 1,3-21 2031-(4)3) (3,104,
2,4)-(4,2) 1,2-204) 4\-52 2; P23 4, 1-4,3)
@63 @3-ain @A) @2ty
2,2)~(3,4) 2,4)-(3,2)
@,1-(4,3) Q,3)-4,1)
(3,2)-(4,4) 3,4)-(4,2)
q r
Z &
d%2 =
VEERAEER i
re)m£, a2, 2y s£174%,2) (1,2)~(1,
(1,3)-(2,4) (1,4-(2,3) (1,3)-(2,3) {1,3)-(1,4
2,1-@,2) (2,2)-3,1) (1@ 2 -ra)
2,2)-(3,3) (2,3)-@3,2) (2,1)~(3,1) :2,2)-(2,3)
Bran Garin  Goarem aara
L4, ,2)=(4, #3)=(3,3) "3,1)-(3,
(3,2)-%4,3; 53,3;-54,2)) (2,4)-(3,4) 13,2”3,33
(3,3)-(4,4) (3,4)~(4,3) 3,1-(4,1) 3,3)-(3,4)
(3,2)-(4,2) ‘4,1)-(4,2)
(3,3)-(4,3) “4,2)~(4,3)
3,4)-(4,4) (4,3)=(4,4)
o
(LO-(, 1) (3,1)-3,1)
(L,2)-(1,2) (3,2)~(3,2)
(1,3)-(1,3) (3,3)~(3,3)
A g
2,2-2,2) (4,2-(4,2)
(2,3-(2,3) (4,3)~(4,3)
(2,4)r(2,4) (4,4)-(4,4)

Table 2 lists in each column all pairs of resolution cells situated in the same distance
relationship. For example , all the resolution cell pairs listed under column c are
related by distance =\/10 ,

SRRISNRITLATIRAT
ResoltionCellN c c zc S d e doddad s 3 3
a,fylrlkldlriqljlejkljlijibidic|b]|a

L2 e yfr|kfafrlaljli{k{ilije|dic]hb

| )| ke lyir|itajrlalililk]li|ble|d]s
| (Lold| kir|yleljlalrtbli|ljlk|a b|lc|d
\ QM rjq|jlely|[r|kld]rjaljle k{j|iib
i @2 qirlalilrly|rlk|lalrfatijilk]i]|?
‘ @23 jlalrjajkiriy|rljjajrialili k]
| @4 ce|jlalr|dik|r|{yicjifalribjiijlk
@O k[jjilblrtali]elyl{r|k|[diria]lijle

5 @Golitk|ililalrialilrlylirik]|alr]|all
: @il jiklifilalrfalkjelryir|ifatr]a
i @ blililkleljlalridlk]r clilalr
; @Wdleiblalkjjlijbir|gljle]|ylr d
E 42l ejd]etbijlkiiiijalr]alijr]|ry]rik
@2nbleldlie|ijilk]jiilalrlalk]r]y]|r

@4 albjeldibli]jlkjeljlalrjd|k]| |y

Figure 8. Isotropic auto—covariance form
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The total number of distinct submatrices in the partition of the covariance mairix is Ky. The submatrices themselves are
organized.as a toeplitz form. As shown in Figure 10 the number of times each submatrix is repeated in the covariance matrix

is given by: submatrix number of times submatrix occurs
S] my = K
S2 m, = 2m]-2
S:3 mq=m, -2
g
K -1 me _1_ -
r Kr 1= mg _o 2
r
S
Kr M = Mg - 2=2
K
| - | S : S : S : S : S
VilVYa | V3 |Vu | Vs 11721731741 75
1 T
Vo lYi V2 Y3 |y 2!]:2I3I4
T I TS T T
Ke V3 Va Vi [Y2 Y3 S3I52|S]|SZIS3
TSNS, TS T
Vi V3| V2 [V V2 4131721711 7
e 1o T T
v [ V), [ V3 vo [ 55154:53I52|S]
I | |
Figure 9. Illustrates a 5x5 submatrix of the covariance Figure 10. lllustrates how the covariance matrix
matrix of an isotropic image. The submatrix is toeplitz of an isotropic image can be partitioned into sub=

and has only five distinct entries: vy, vo, V3, V4, V5. matrices each of the toeplitz form shown in Figure 9.

Figure 11 shows the form of a covariance matrix for an isotropic image partitioned into 3 row by 4 column subimages.
With all this symmetry, we certainly should expect that the calculation of the eigenvectors of this matrix involves less work
than we would need fo do for a general covariance matrix. Perhaps if we are lucky, the transformation defined by the

eigenvectors may even have a fast implementation.

igfighelfedjchb a
gig|lhghjijefel|lbchb
fgilJehg|de f|abec
ghel|i gf|lghel|fed
hghlgigl|lhghlefe
ehglfgil|ehgldef
fed|gheligfighe - j:
ef elhghl|gigjihgh
de flehg{fgilehg
cbaff edjghel|igf
beblefel|lhghlgig
abc|ldeflehgl|fgi
Figure 11. Isotropic Auto~covariance form when an Isotropic Image is partitioned into 3 x 4 subimages Kc =3

K =4
r

Theory of Composite Matrices

Ovur situation is a forfunate one because the theory of composite matrices says that, if-a matrix A can be partitioned
into submatrices which have the same set of eigenvectors, then the eigenvectors of A can be formed as the direct product of
the eigenvectors of the submatrices with the eigenvectors of the matrix of corresponding eigenvalues. Hence if:

A

AL Ay 3

A = Ay A5 By
A, Ag A
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and v is an eigenvector of each submatrix A; with corresponding eigenvalue X;, and u is an eigenvector of the matrix

)\] >\2 >\3
‘o A5 R
A7 rg he

with corresponding eigenvalue n then: the direct product* uv is an eigenvector of A with corresponding eigenvalue n .
The covariance matrix for the isotropic image almost has the required property of the composite matrix. The covariance
matrix can be partitioned info submatrices all of the same toeplitz form. However, this is not a guarantee that the sub-
matrices have the same eigenvectors.,

Empirical work with the submatrices of the covariance matrix of an isotropic image indicates that the submatrices are
almost multiples of one another and therefore have almost the same eigenvector set. This justifies the following heuristic.
Generate a submatirix with the property that the normed squares of the matrix of the differences between the best multiple
of it and any given submatrix of the covariance matrix is the smallest when averaged over all submatrices. Then replace
each submatrix with the best multiple of the generated submatrix. This creates a covariance matrix having the required
composite structure. The eigenvectors can be determined quickly and the transformation defined by the eigenvectors has a
fast implementation,

To demonstrate this approximation, consider the Isotropic Auto=covariance matrix in Figure 11. If we generate the
second moment mairix considering each submatrix as a vector the following form emerges:

k_—— Kc——>|

~ par | arpqgl| raqer

K q t s t gt s t q

¢ r s u s r s u s r

2 q t s t g t s t g
K P g r q r q rqp =

N q t t q t s t q

ros v 5 r s us r

t s q t s t q

p q T q r q r g p

Figure 12. Form of the second moment matrix derived from the isotropic
covariance matrix with each submatrix as a vector. All entries labeled q ,
for example, are the sums of products of entries labeled i and g respectively
of the matrix in Figure 11,

Notice that all the distinct variables are in the first submatrix. It is, therefore, possible to find the eigenvectorhaving
largest eigenvalue of this matrix without forming the entire matrix, All that is necessary is to store the first submatrix
of the second moment matrix.

Let v'= (v] ;0 esv0) be the eigenvector 0F$] having largest eigenvalue X . Then $]v = Av. The first row of the
matrix equation is

PVy+ QVyF IVa+ Qv+ Vgt Qugt Ivo Qg prg = Xv]
and the fifth row is
pvpt vt rvg Qv+ pvg qv6+ v+ qv8+ pvg = >\v5

Obviously, the first row and the fifth row are equal so vg = vy. In like manner, the other rows may be compared,
resulting in:

V= V5=V 3pvy + 4qvg + 2riva = vy

Vo=V = V= Vg 3qv] + 4’rv2+ 25v3= Avy
vg3=Vy 3rv] + 45v2 + 2uv3 = )\v3

Separating these simultaneous equations we have
P 4q 2"_] Vi V1
3q 4 2s vol = v
3r 4s ZUJ Vg .V3 ‘
This always happens because in the general case we have only K. independent equations, all of which make up the first sub=
matrix, of the second moment matrix, derived from an isotropic covariance array in this manner. We need not worry about

which elements are equal as long as our index follows the toeplitz form. By using the resulting eigenvector and symmetry
the appropriate multiples for each submatrix of the auto=covariance matrix can be determined, The coefficients found by

this procedure may be illustrated by: Sy=(V1 Y23 Y2 ¥y Y2 V3 V2 v) (igfgigfgi)

*If o= (u], ...,un) ond v' = (v], ...,vm), then the direct product

(uv)' = (UIVI'UIVZ""'”]Vm'u2vl' U2V2’""U2Vm’"”Unvl’UnVZ"”’Uan)
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orasc, = (v, v, V,) 3i using just the first three elements.
1 17273 4
2f

ch=({v. v, v,) {39
2 123(4h)

Likewise:

2e
Co=(vy vy Vv 3f
3=y vavg) <4e
2d
c,=(vyv,v,) (3¢
4= vpvyvg < 4b)
2a
The composite matrix j: can then be immediately formed as:
n— [ —
- < r 7 r o 9
Y1 V2 V3 i V2 V3 i V2 V?J Vi V2 V3
C.I V2 V-I V2 C2 V2 V-I V2 03 V2 V-I V2 C4 V2 V-I V2
V3 V2 M a3 Y2 Vi 3 V2 Vi 3 V2 vy
rV] V2 V:; rV-I V2 V3q -V-I V2 V3- V.l V2 V3
c2 v2 v] v2 c] v2 v] v2 02 v2 v] v2 C3 v2 v] v2
».V3 ¥y v]- _v3 Vo v]-' _v3 Vo VU -\/3 Vo VU
= r - - - - - -
E Vi V2 V3 [vy v, V3 Vi V2 V3 Vi V2 V3
C3 V2 V] V2 C2 V2 V-I V2 C.l V2 V-I V2 C2 V2 V] Vv
s 2 V1] Y3 2 Yy 3 Y2 Vi) 3 Y2 Vi
Vi V2 v3 v vo V3] Vi Vg V3 Vi Vo V3
€42 1 V2 C3(v2 V1 v2 €2 (2 1 V2 12 V1 V2
Vs 2 V3 Y2 v Y3 Y2 V1] vz V2 VI_U

The composite matrix resulting from this operation has several properties which should be recognized: First the sub-
matrices of the composite matrix all have the same eigenvectors (they commute). Second, each submatrix is of the same
toeplitz form, Third, corresponding to the shared eigenvectors V, is the lambda matrix of corresponding eigenvalues,

ApAg A3 Ny

. Vi Yy V4
As Ay A7 Ag Xi being the .
Ao }‘10 >\H 7‘]2 eigenvalue of ifY2 Y1 V2
M3 Ma Ms Mg/ o vy vy vy

under the eigenvector V. Obviously, for each Vi the lambda matrices differ only by a multiplicative constant and so
also share the same-eigenvegtors. The direct-product of these two sets of eigenvectors are the eigenvectors of
Since the-eigenvectors of can be represented by the direct product of two sets of vectors, the eigenvector
transformation has a fost implementation. (See Figures13 and 14),

Once the fast implementation has been defined by the direct product relation of the shared eigenvectors of the
submatrices and the shared eigenvectors of the lambda matrices we have created a set of basis vectors which may be
used to define an orthogonal fransformation on an image. (See Figures 15 and 16).
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Figure 13. Each subimage has three rows by four columns. The fast implementation transforms
each of the four rows of the subimage First and then fransforms each of the three resulting columns,
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Figure 14, The inverse transform operates on each of the three columns

and then operates on each of the four resulting rows.
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FORWARD TRANSFORM PROCESS

x X X f f f &\ />} Q

1 2 3 Apply 1 2 3 | Apply 1 2 3
X X X E f f f \ L £ {

4 5 6 4 5 6 | —— |74 /\5 /\6
X x8‘ x9 Tranif)?rm f7 f8 f9 Trankf;orm Q7 Xg | %o
X x x Row f f f Column Q Q Q

101 *1 12 10 111 12 101 711 "12

A AN N /A AN AN
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Figure 15. Row=Column operation with basis vectors.
By Ea1 E3g
E E £ orthogonal row transformation
E = 12 22 32 basis vectors
Eyo Eas E33
M V21 V31 V4
Y12 V92 V32 V42 orthogonal column
V = v v transformation basis vectors
13 23 V33 V43
V14 V24 V34 Va4

Figure 16. Basis vector sets derived from composite matrix for direct
product implementation.
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Computational Results

In terms relative to the transform coding of the image, what we have essentially done is to see under what conditions the
Karhunen-Loeve transform is separable so that each subimage can be transformed by first operating on its rows and then b
columns. We determined that in order for this to happen the image had to be isofropic and we had to approximate the sug-
matrices of the isotropic covariance matrix with submatrices having the same eigenvectors. In.order to determined if the
image isotropicity assumption and the approximations were good ones for image data we ran some experiments comparing the
standard K=L transform with the fast approximate K-L transform. We found, as described in the following discussion, that the
fast approximate K-L transform gives results almost as good as the Hodamard, Fourier, and Slant, A 512 by 512, 6 bit
digital image was compressed at ratios of 2 biis/pel, 1 bit/pel, and .5 birs/pel « A comparison was made between the
Standard K-L transform, the Fast K-L transform, the Discrete Linear Basis, and the SLANT transform. The error criteria
chosen was the RMS and RMS correlated measures (Haralick & Shanmugom, 1974).

The first error investigated was that of the stationarity and isotropic assumptions. The L2 matrix norm of the differences
between the various combinations are:

(| Auto~Covariance - Stationary Covariancel| = 5.7628
Il Stationary Covariance = Isotropic Covarianceli = 5,5923
Il Auto-Covariance - Isotropic Covariancel| = 4,5410

These RMS errors should be compared to 401,765, the average value of the diagonal elements of the covariance matrices.
If we let A, S, I represent the auto-covariance, of the original image, the stationary covariance, and isotropic covariance
respectively, then:

{A-1) = (A-S) - (I-S)
HA=IIL < HA=sit  +  {I-SH

and our results satisfy the triangular inequality, In terms of distance measure Figure 17 depicts the differences of these
approximations. The percentage differnece, from the average variance of the auto-covariance, is 1, 434% for the
stationary assumption and 1.130% for the isotropic assumption. Examples of the actual auto~covariance matrix and auto-
covariance matrices under the stationarity and isotropicity assumption are including in Figures 18, 19, and 20 respectively.

The eigenvectors of the standard auto-covariance matrix do not, in general, have the discrete sequency property
which other fast transforms have. The eigenvectors resulting from the fast K-L do have the sequency property as the other
fast transforms have. The eigenvectors for both the standard K-L and Fast K-L are compared in Figures 21 and 22.. The
subimage size used was 4 x 4 only because of memory and computational restrictions on.determining the standard K~L. The
fast version can use much larger subimages because of the symmetry and storage savings.

Results of the compression at 2 bits/pel, 1 bit/pel, and .5 bits/pel are plotted for comparison in Figure 23, It is
apparent that the Fast K-L out-performs the other transforms and is crosesr to the optimum, differing from the optimum KL
only by approximately 1%. Table 3 gives a comparison of these errors.

Conclusions

In terms relative to the transform coding of an image we have presented the conditions under which the Karhunen-Loeve
transform is separable and developed an approximate fast K-L transform. We have discussed the approximations of
stationarity and isotropicity in terms of the Ly distance norms. Our results indicate that the fast K-L transform is comparable
to other discrete transforms both in terms of sequency and compression performance. Experimental data indicates that the
fast K-L transform is closest to the optimum, differing from the optimum K-L by approximately 1%.
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Figure 17, Illustrates the distance between the actual auto=covariance matrix computed
with no assumption, the stationarity assumption and the isotropic assumption.

401.757 | 383,327 | 370.692 | 361.734 | 379,608 | 372.763 364.253 [ 356.036| 365.537 | 361,459 | 354.369 | 347.887 | 356.392 352.230(346.560 341.021!

401,384/ 383.142 | 370.850 | 373, 542 | 379.508 | 372.179 | 363 .446 361,543 365.361 1 360,092 { 353,700 [ 353.119 | 356.311 ] 352,258 345.568 |

399.991 /382,111 364,507 | 373.654 | 378.506 | 371,421 | 355,281 361,578 | 363.734 359,484 | 347,753 353.029 | 355,857 [ 350.507 !

398.535 (357,480 344.666 | 373.308 | 377.281 349.812 355,731 360.737  362.931| 343,394 348.069 [ 352,996 353.300 |

401.457|384.079 | 372.026 | 362,976 { 380.793 | 374.374 365.442 | 358.569 | 367,994 [ 363.172 | 356.947 350.7751!

401.232383.675 | 371.883 | 375.629 | 380.965 | 373.36¢ 365.432|364.721) 367.873 | 363.196 356.167 |

400,7451383.357 | 366.884 | 375.817 | 379.598 | 373.212 | 358.967 364,989 | 367.346 | 362.053 |

399.955 [ 359.253 366,115 | 374.280 | 379.014 | 352.356 | 350, 484 | 364.376 365,338

403,803 387.230 | 374.571 | 366.422 | 383.538 376, 528 368,225 /360,772 1

404,067 | 385.970 | 374,307 | 378,707 | 383.498 | 376.457 367.586 |

402.801 | 385.748 ( 368,920 | 377,935 | 383.012 375.7!8;

402.767 | 361.521 | 369,193 {379,023 | 381,941

403.088 | 385.209 {373,348 | 364,143 1

403.017 | 385.181 373,437 |

402,689 | 385,654 |

400.782

Figure 18, Auto~covariance matrix derived from original image (upper triangle),

1401.801)384.426|372.673| 363.811| 380.581{373.757 | 365.495 357.971| 366.498| 362.080 | 355,877 | 349,747 | 356,304 | 352.293 | 346,786 341,426
! 401.801|384.426| 372,673 380,556 | 380.581 | 373.757 | 365.495 | 366.471 366.498 {362,080 355.877 | 356.273 | 356.304 | 352.293 | 346.786
! 401.801 [384.426 | 380,543 | 380.556 | 380.581 [ 373.757 | 366.455 | 366.471 366.498 (362,080 356.251 | 356.273] 356,304 | 352,293
401.801| 380.518380.543 | 380.556 | 380. 581 | 366.425 | 366.455 | 386.471 366.498 356,227 | 356,251 | 356.273 | 356,304
401,801 /384,426 | 372,673 | 363.811|380.581 | 373.757 | 365.495 357,971 366,498 362,080 | 355,877 | 349,747
401,801384.426 | 372,673|380.556 | 380,581 | 373.757 | 365.495 | 366.471 | 366.498 362.080 {355,877
401,801 1384.42¢6 | 380.543 | 380,556 | 380,581 | 373.757 {366 .455) 366.471 366.498 1 362.080
401.801(380.518| 380.543 | 380,556 | 380,581 | 366,425 | 366,455 366,471 366.498
401.801 384,426 | 372.673 | 363.811[380.581373, 757 | 385.495 | 357.971
401.801 | 384.426 | 372,673 | 380.556 | 380,581 [ 373.757 | 365.495
401.801 | 384.426 [ 380.543 380,554 | 380,581 | 373.757
401.801 (380,518 | 380,543 | 380,554 | 380,581

401.801| 384,426 | 372,673| 363.811
401,801 | 384.426 372,673

401.801 | 384.426

401,801

Figure 19. Auto-covariance matrix derived using stationary assumption.
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401.801 | 382.5041369.586 | 360.058 | 382.504 | 377.156 | 368.647 | 361,764 | 369.586 | 368.647 | 361.166 | 354,802 360.058 | 361.764 | 354.802 | 348.827
401,801 382.504 | 369.586 | 377.156]382.504 | 377.156 | 368.647 | 368.647 | 369.586 | 368.647 | 361.166|361.764 | 360.058 | 361.764 | 354.802
401.801382.504 | 368 .647 | 377.156 | 382.504| 377.156 | 361.166 | 368.647 | 369.586 | 368.647 | 354.802| 361,764 | 360.058 | 361.764
401.801 | 361.764 | 368.647 | 377.156 | 382.504 | 354,802 361.166 | 368.647 | 369.586 | 348.827 | 354.802 | 361.764 | 360,058
401.801| 382.504 | 369.586 | 360.058 | 382.504 | 377.156 | 368.647 | 361.764 | 369586 | 368.647 | 361,166 [354.802
401.801/ 382.504 | 369.584 | 377.156|382.504 | 377.156 | 369 .647 | 368.647 | 369,586 | 368.647 | 361,166
401.801|382.504 | 368.647 |377.156 | 382.504 | 377.156 361.166 | 368.647 | 369.586 | 368.647
401.801 | 361.764 | 368.647 | 377.156 1382,504 | 354,802 | 361,166 368.647 | 369.586
401.801 | 382.504 | 369.586 | 360.058 | 382.504 | 377.156 | 368.447 | 361.764
401.801382.504 | 369,586 | 377.156 | 382.504 | 377.156 | 368.647
401.801 | 382,504 | 368.647| 377,156 | 382.504 377,156
401.801 | 361.764 | 368.647 | 377,156 | 362.504
401,801 | 382.504 | 369.586 [360.058
401,801 | 382.504 | 369.566
401,801 (382,504
401,801
Figure 20. Auto-covariance matrix derived using isotropic assumption.
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Figure 21-22. Comparison of eigenvectors for Standard K-L and Fast K-L
in order of sequency.
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TABLE3

TABLE OF RMS ERROR

_—

TRANSFORM COMPRESSICN RATIO

2.0 bits/pel 1.0bits/pel .5 bity/pe!
STANDARD K-L 2,907 4.1855 4.9461
FAST K-L 2,9362 4,2098 5.0094
DL} 2,9492 4.2819 5.1993
SLANT 2,9492 4.2819 5.1993

% ERROR COMPARED TO STANDARD K-L

TRANSFORM COMPRESSION RATIO

2.0 bits/pel 1.0 bits/pe! =5 bits/pe!
FAST K-L 1.000 580 1279
DLB 1.448 2.308 5.119
SLANT 1.448 2,303 5.119

RMS CORRELATED ERROR BETWEEN STANDARD K-L AND FAST K-L

COMPRESSION RATIO

RMS CORREL,  RMS CORREL.  RMS CORREL,
DISTANCE ERROR CORREL. ERROR ERROR CORREL., ERROR  ERROR CORREL. ERROR
2.0 bits/pel 1.0 bits/pel 5 bits/pel
STANDARD F-L
- 1 2.9071 .10238  .2976 || 4.1855 12813  .5363 || 4.9461 11094 5487
2 2.9071 10202 2966 || 4.1855 12653 5296 || 4.9461 12055  .5963
5 2.9071 09966  ,2897 || 4.1855 12400  .5140 || 4.9461 .1290) .5980
10 2.9071 09400  .2733 || 4.1855 .12036  .5038 || 4.9461 .11870  .5871
FAST K-L
a— ) 2.9362 10415 3058 || 4.2098 .10424 4388 | 5.0094 20142  1.0089
2 2.9362 10212 2998 || 4.2098 10509 4424 || 5.0094 19654  .9845
5 2.9362 10129 .2974 || 4.2098 10862 4572 |[ 5.0094 .19309  .9673
10 2.9362 .00664 ,2835 || 4.2098 10613 4468 || 5.0094 18556 9295
6,0 === Slant, DLB
w—— FastK-L
5.0t »—— Karhunen Loeve
4.0f
e
o
S
@30
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=
o
2.0r
L0}t
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Compression Ratio bits/pel

Figure 230, Comparison of RMS Error os a function of compression ratio
for K= L, Fest K- L, Slant, and DLB.
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Singular Value Decomposition for Image Coding='<

Harry C. Andrews
University of Southern California
Image Processing Institute
Los Angeles, California 90007

Abstract

The numerical algorithm known as singular value decomposition [1] has been applied to image
processing with interesting consequences [2]. Initially the algorithm was used to effect a
pseudoinverse restoration [3] for better object estimation from degraded imagery. However the
singular value decomposition (SVD) technique can also be effectively utilized in image compression
problems when large compression ratios are desired. This Abstract refers to some experimental
work developed at The Aerospace Corporation in which imagery has been compressed using
SVD methods. Pictorial and computational results indicate that 8 bit imagery can be compressed
to 2 bits with 0, 5% mean square error while the same imagery can be compressed to 1/2 bit with
1. 5% mean square error. These results will be presented along with various algorithms which
make use of the SVD domain of an image for subsequent image compaction,
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TV BANDWIDTH COMPRESSION

Paul Wintz*
School of Electrical Engineering
Purdue University
West Lafayette, Indiana 47907

Jim Wilson
WINTEK Corp.
902 N, 9th St.
Lafayette, Indiana 47904

Ernie Schmidt
Aeronutronic Ford Corp.
Willow Grove, Pennsylvania 19090

There are three possibilities for reducing the bandwidth of a Television signal: (1) reduce the
temporal resolution by transmitting less than 30 frames per second; (2) reduce the spatial resolution by
coding fewer than all of the picture elements in the frames transmitted; (3) reduce the spatial redundancy
in the remaining picture elements.

The purpose of this project is to investigate the tradeoffs between the latter two methods for reducing
the number of bits required to code the picture.

The original picture was digitized into a 512x512 array of picture elements of 8 bits each. The
resolution was then reduced to 256x256 picture elements by averaging subsets of 2x2 picture elements in
the 512x512 picture. The 512x512 picture is presented In Fig. 1 and the 256x256 picture is presented in
Fig. 5.

Each of these pictures was processed by the hybrid coding scheme due to Habibi(l). Each line of
picture elements was first divided into sub-blocks containing 32 picture elements each. Each of these
1x32 arrays of picture elements was transformed with the cosine transformation to obtain 32 coefficients.
The cosine transformation was performed on each 1x32 subsets of the entire original picture in order to
reduce the redundancy in the horizontal direction. Successive scan lines are also highly correlated.
Since the picture elements in a 1x32 sub-array of picture elements are highly correlated with the picture
elements in the 1x32 sub-array on the next scan line, and since we do the same transformation on both sub-
arrays, we also expect the coefficients produced by the transformations to be highly correlated. This
redundancy can be reduced by differencing the coefficients., This can be accomplished by the coding scheme
known as DPCM. In summary, we use the cosine transform in the horizontal direction followed by DPCM in the
vertical direction to obtain 1x32 arrays of the coefficient differences.

Since the coefficients have different variances it follows that the differences between coefficients
will also have different variances. In order to efficiently code the coefficient differences we use block
quantization. That is, we use a different number of bits to code the different coefficient differences.
The bit assignment is optimized in order to minimize the RMS quantlzation error., The bit allocations are
listed in Table 1.

The picture in Fig. 1 was coded by this method and then decoded to form a 512x512 replica of the
original image. The decoded pictures for 2, 1, and 1/2 bits per picture element are presented in Figs. 2,
3, and 4., The 2~bit picture has only a very small degradation relative to the original. The one-bit
picture has more degradation. The 1/2-~bit picture not only has very noticeable degradation but the edges
of the 1x32 blocks are also apparent.

The same coding scheme was applied to the 256x256 picture of Fig, 5. The coded pictures were decoded
to form a replica of the 256x256 Image which was then converted to a 512x512 image by repeating each
picture element. The results are shown in Figs. 6, 7, and 8 for 2, 1, and 1/2 bits per picture element.
The same general comments apply as for the 512x512 picture except that the distortions are significantly
more severe. The reason for this is that there is less correlation between the 256x256 picture elements
than between the 512x512 picture elements and so the coding algorithm is expected to be less efficient.

Finally, we compare the 512x512 picture coded at 1/2-bit per picture element illustrated in Fig. &
with the 256x256 picture coded at 2 bits per picture element shown in Fig. 8., Both of these pictures re-
quire the same number of bits to transmit. The 512x512 plcture at 1/2 bit is subjectively better than the
256x256 picture at 2 bits.

The same experiment was performed on a different picture and the decoded pictures are presented in
Figs. 9 to 16. Fig. 9 is the 512x512 original, and Figs. 10, 11, and 12 are coded at 2 bits, 1 bit, and
1/2 bit respectively. Fig. 13 is the 256x256 original and Figs. 14, 15, and 16 correspond to coding this
picture with 2 bits, 1 bit, and 1/2 bit. Careful observation of these pictures leads to the same con-
clusion as for the previous pictures.

%*Paul Wintz, President, WINTEK Corp., 902 N. 9th St., Lafayette, Indiana 47904,
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Table 1 Bit Allocation for Coefficient Differences

Coefficients 2 bits 1 bit 1/2 bit
512 256 512 256 512 256
picture picture picture picture picture plcture
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Fig. 1 512x512 Original Image Fig. 2 512x512 Coded Image,
2 bits/picture element

Fig. 3 512x512 Coded Image, Fig. & 512x512 Coded Image,
1 bit/picture element 1/2 bit/picture element
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Fig. 5 256x256 Original Image Fig. 6 256x256 Coded Image,
2 bits/picture element

Fig. 7 256x256 Coded Image, Fig. 8 256x256 Coded Image,
1 bit/picture element 1/2 bit/picture element
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ig. 9 512x512 Original image Fig., 10 512x512 Coded Image
2 bits/plcture element

Fig. 11 512x512 Coded Image Fig. 12 512x512 Coded Image,
1 bit/picture element 1/2 bit/picture element
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Fig. 14 256x256 Coded Image,
2 bits/picture element

Fig. 15 256x256 Coded Image, Fig. 16 256x256 Coded Image,
1 bit/picture element 1/2 bit/picture element
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DPCM QUANTIZATION ERROR REDUCTION FOR IMAGE CODING

William K. Pratt
Michael N. Huhns
Department of Electrical Engineering
Image Processing Institute
University of Southern California
Los Angeles, California 90007

Abstract

A method for optimally reducing the error incurred during the quantization operation in DPCM
image coding is presented. The method is optimum with respect to a mean-square error criterion
and is applied a posteriori. The technique is based on knowledge of the multidimensional probability
density function of the DPCM difference signal. The quantizer operates on this difference signal to
achieve a data compression, The coarser the quantization, the greater the compression, but also
the greater the degradation of the encoded image. To minimize the degradation, a reconstruction
should utilize all of the knowledge that is available about the difference samples, such as their
distribution, the quantization levels, and any correlation which remains after the differencing
operation. An estimation equation which embodies this information is derived and solved. The
solution is applied to images which have been either DPCM or deltamodulation encoded. The
resultant images have lower mean-square error and exhibit an improvement in subjective quality.

Introduction

Differential Pulse Code Modulation (DPCM) is a common coding method for achieving a band-
width compression for digital image transmission. With this technique, as shown in figure 1, the
difference between a pixel value and its estimate is quantized, coded, and transmitted, rather than
the pixel value itself. A bandwidth compression, as compared to conventional PCM coding, is
possible since the inherent pixel-to-pixel correlation permits a reasonable gross quantization of the
DPCM difference signal.

To minimize the degradation resulting from quantization of the DPCM difference signal, the
reconstruction unit should utilize all of the available knowledge of the difference signal such as the
settings of the quantization levels, the signal distribution, and any residual spatial correlation.
This paper describes such a reconstruction procedure which significantly improves the performance
of conventional DPCM coders for image coding applications.

DPCM Statistical Model

Experimental evidence (1) indicates that the first order probability density of a DPCM difference
signal can be well modelled by a Laplacian density of the form

L -
px) = [ 207 %exp [_zl'cil_] (1)

where o is the standard deviation of the difference signal. It has also been found that the DPCM
difference signals are correlated with one another. TFigure 2a contains a perspective plot of the
measured second order probability density for the "girl" image of figure 3, For this image, the
average correlation of adjacent difference signals was found to be 0.4. The second order
probability density of DPCM difference signals can be modelled by the two-dimensional exponential
density function

)} (2)

oo r ~ 1
p(xl,xz) T 20 0 A-r? ex‘p{ 2(1-12) <

a.x1 bxz'
— - —=4
o o}

1 %2

a ¢
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E{x x.}
r = __g (3)
" *

a =/Tfr + /I-r (4)
b =If - /-t (5)

Figure 2b contains a plot of this dendity function for r=0,4 and Ox]=Oxp. Higher order probability
density models can also be generated to account for the relationships between groups of DPCM
difference signals.

DPCM Image Reconstruction

A minimum mean-square error reconstruction of the quantized DPCM difference signals can be
obtained by evaluation of the vector conditional expectation

fz p(x)dx
R

E{x|xer} = R (6)

f p(x)dx

R

where xis a vector of DPCM difference signals, R denotes the quantization cell, and p(x) is the
joint probability density of DPCM samples (2). The general solution to ed. (6) is complicated.
However, solutions have been obtained for the case in which the two nearest neighbors are utilized
in the DPCM image reconstruction. The simplest example is that of Deltamodulation in which a
pair of difference signals (%1, x2) are each quantized to the interval (0,%) or (=, 0), or equivalently,
as positive or negative values. The optimum reconstruction values for the pair of DPCM signals is
then found to be

% [142]r |] sgn(xi)

i ‘/-2[2\/1+lrl-\/m?r]

>
for X, 0 (7a)

>

sgn(x.l) for r:ﬁx2< 0 (7b) -

i x, 2
1

where sgn(x;) denotes the sign of X;.

Simulation Results

A computer simulation has been performed to evaluate the DPCM quantization error reduction
process. Figures 3a, 3c, and 3e contain pictures of the girl image DPCM coded with 1, 2, and 3
bits/pixel, respectively, by conventional DPCM coding and reconstruction. In the reconstruction of
figure 3b, the present and past DPCM difference signals have been utilized to obtain the recon-
struction, This procedure resulted in a 39% decrease in mean square error and a discernible
improvement in subjective quality. The reconstructions in figures 3d and 3f utilized the previous
DPCM difference signal in the reconstruction. Both image reconstructions provide a lower mean—
square error and subjective improvement in quality. However, the relative improvement is smaller
because the quantization error is smaller at higher coding rates.
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Figure 1. Spatial predictive DPCM coding system with quantization restoration

(b} Correlated (r= 0.4) laplacian density function.

(a) Histogram of the DPCM coded '"girl" image.

Figure 2. Two-dimensional distributions for DPCM simulations.
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(a) DPCM 1 bit/pixel (b} 1 bit/pixel restored

(c) DPCM 2 bits/pixel (d) 2 bits/pixel restored

(e} DPCM 3 bits/pixel

(f) 3 bits/pixel restored

Figure 3. Minimum mean-square error restoration of DPCM coded images.
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Summary

The DPCM quantization error reduction method is a relatively simple processing technique for
improving the subjective quality of DPCM coded images and reducing the mean square coding error,
The method possesses the advantage that all processing is performed at the receiver, without any
modification to the transmitter unit.
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Abstract

Interframe coding of television images encompasses techniques which make use of corre-
lations between pixel amplitudes in successive frames. Intraframe coding techniques that
exploit spatial correlations can, in principle, be extended to include correlations in the
temporal domain.

In this paper, successive frames of digital images are coded using two-dimensional spa-
tial transforms combined with DPCM in the temporal domain. Specific transform techniques
investigated are the two-dimensional cosine and Fourier transforms. Due to DPCM encoding
in the temporal domain, the hybrid transform/DPCM encoders regquire storage of only the
single previous frame of data.

Hardware implementation of the Fourier transform involves manipulation of complex num-
bers where the cosine transform does not. However, the Fourier transform is attractive
because frame-to-frame motion compensation can be introduced directly in the phase plane
by application of appropriate phase correction factors.

Results are presented in terms of coding efficiency, storage requirements, computational
complexity, and sensitivity to channel noise.

Introduction

In the design of image coding systems for digital communications channels, the primary
objective is to minimize the number of code bits required to reconstruct the image at the
receiver. Reduction in the number of code bits transmitted results in reduced channel
bandwidth, more rapid transmission of digital images, and lower transmitter power require-
ments.

Efficient coding of the digital images is accomplished by removal of statistical redun-
dancies that exist within the image. Transform, predictive, and hybrid transform/predic-
tive image coding techniques have been developed to exploit intraframe spatial image redun-
dancies. This paper describes efforts to extend these image coding techniques to coding of
time-sequences of digital images transmitted over a digital communications channel. The
emphasis has been directed towards definition of an image coding system that exploits
temporal as well as spatial image redundancies.

Intraframe Image Coding

The primary techniques that have been developed for intraframe image coding in the spa-
tial domain are transform, linear predictive, and hybrid transform/linear predictive tech-
niques. Operational descriptions of these coding methods are given below.

Transform Image Coding

The basic premise of transform image coding is that the transform domain representation
of an image has an energy distribution that is more compact and therefore easier to effi-
ciently code than the spatial domain version. In transform coding systems, a one- or two-
dimensional linear transform of an image line segment or block is performed at the coder.
The transform coefficient statistics are computed prior to quantization and coding for
transmission. After decoding at the receiver, an inverse transform is taken to obtain a
reconstructed image. Transforms that have proven useful for this application include
Fourier, cosine, Hadamard, Slant, and Karhunen-Loeve. [1,2,3] It should be noted that the
two transforms can be different for the two spatial directions.

Two-dimensional transforms have the inherent disadvantage of requiring an intermediate
memory to store the transform coefficients computed in one direction while the transform
is being computed in the other direction. Transform coding techniques have been explored
extensively both theoretically and by simulation. It has been shown that significant bit
rate reductions can be achieved in many applications with minimal image degradation.
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gimulation results indicate that a bit rate reduction to 1.5 bits/pixel can be obtained
for monochrome image transform coding in 16 x 16 picture element (pixel) blocks, while
color images require about 2.0 bits/pixel.[4] The bit rate can be reduced further by
making the transform coding system adaptive.

Predictive Image Coding

The high degree of correlation between a given pixel value and its nearest neighbors
allows an image to be efficiently represented by coding only the difference between each
pixel value and its predicted value. The predicted pixel value is based on previously
scanned pixel values. In a differential pulse code modulation (DPCM) system, the pre-
dicted value of each pixel is subtracted from its actual value and this difference is
quantized and transmitted. Quantization of the data is done with a quantizer designed for
the probability density of the difference signal. Thus, coding by use of a DPCM system
requires a knowledge of the data statistics. The basic operation of the DPCM coder is to
generate an uncorrelated signal which is then encoded by a memoryless guantizer for trans-
mission. At the receiver, the quantized difference signal is combined with its predicted
value to form the reconstructed pixel value. Basic DPCM image coding systems provide good
quality at about 3 bits/pixel. Adaptive systems, in which parameters of the quantizer and
predictor adapt to the image content, require about 2 bits/pixel.[5]

Hybrid Image Coding

Analysis of transform and predictive coding techniques has shown that both techniques
possess attractive characteristics and certain limitations. Transform coding techniques
achieve good performance at low bit rates, show less sensitivity to data statistics (pic-
ture-to-picture variations) and are less vulnerable to channel noise. Predictive coding
systems are superior to transform techniques in terms of equipment complexity, memory
requirements, and performance at high bit rates. Some limitations of predictive systems
are their sensitivity to data statistics and to channel error.

An intraframe hybrid coding system that combines the attractive features of both trans-
form and predictive coding systems has been devised. 6 In this system, a one-dimensional
transform is followed by DPCM linear predictive coding of the transform domain coeffi-
cients. At the receiver, the transform coefficients are decoded and a replica of the
original image is reconstructed by an inverse transform.

Hybrid Interframe Image Coding

Interframe coding of digital image sequences encompasses those techniques which make
use of the high correlation that exists between pixel amplitudes in successive frames.
Intraframe coding technigues that exploit spatial correlations can, in principle, be
extended to include correlations in the temporal domain. Previous research in the area of
three-dimensional Fourier and Hadamard transformations has indicated that bit rates can be
reduced by a factor of five by incorporating correlations in the temporal direction.
However, three-dimensional transform systems are unattractive as they use large amounts of
data storage and require excessive computations.

To alleviate the problems associated with three-dimensional transform systems, new
hybrid (two-dimensional transform)/DPCM image coding systems have been developed.
These systems utilize both spatial and temporal correlations while greatly reducing mem-
ory storage and computational requirements. The block diagram for a hybrid (two-dimen-
sional transform)/DPCM system is shown as figure 1. 1In present implementations of this
system, either a two-dimensional cosine or Fourier transformation is performed on 16 x 16

a 1/a
20 O ..
T +
| ®:
- |
o
Al 2 X
.
.
.

CHANNEL

PREDICTOR

Fig. 1. Hybrid (two-dimensional transform) /DPCM coder.
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subblocks. DPCM linear predictive coding in the temporal domain is then applied to the
transform coefficients of each subblock. For notational convenience, the hybrid inter-
frame coders employing two-dimensional Fourier transforms will be denoted as FFD and those
using two-dimensional cosine transforms as CCD. The FFD and CCD coders are adaptive in
the sense that statistics of the transform coefficient differences of each subblock are
computed prior to encoding the transform coefficients in the temporal direction by paral-
lel DPCM coders. At the receiver, the transmitted transform coefficients are decoded and
a replica of each frame is reconstructed by the appropriate inverse two-dimensional trans-
formation. These systems require only a single frame of storage and involve significantly
less memory and fewer computations than three-dimensional transform coding techniques.

Operational Modes

At least three operational modes have been identified for the hybrid interframe coding
systems. These operational modes depend on the initial conditions assumed for the pre-
dictive coder. The initial conditions are:

a. No apriori information available at the receiver,

b. Limited information (such as mean, variance and temporal correlations based on a
statistical model) available at the receiver, and

c. PFirst frame available at the receiver.

In the no apriori information available case, several frames are required for the
hybrid coder to settle. However, it has been experimentally verified that in the remain-
ing two cases, nearly stable coder performance is achieved within the first 4 to 6 frames.
From operational considerations, the third set of initial conditions is the most realistic
as periodic full frame updating will be required to eliminate the cumulative effects due
to channel noise.

Mathematical Formulation

Let f(x,y) denote a two-dimensional array of intensity values on an NxN subblock of a
digital television image of size MxM. Typical values for M and N are 256 and 16, respec-
tively. Let F(u,v) be the two-dimensional array obtained by taking the two-dimensional
transform of f(x,y). In the case of the two-dimensional discrete Fourier transform, the
expressions relating f(x,y) and F(u,v) are

1 N=NoL 2mi

F(u,v) = =5 2: 2: f(x,y) exp l— = (ux + Vy)] (1)
N™ x=0 y=0

u,v=20,1, ..., N-1
and

N-1 N-1 oni

E(x,y) = > 3 F(u,v) exp [+ - (ux + vy4 (2)
u=0 v=0

X,y =0, 1, ..., N-1

where N is the size of the square subblock, f(x,y) is the image intensity function in the
spatial domain, x and y are spatial coordinates, F(u,v) is the Fourier transform, and u
and v are spatial frequencies.

For image processing applications, f(x,y) is a positive real function representing
brightness of the spatial sample. The two-dimensional Fourier transform of a real-valued
function has the following conjugate symmetry property:

F*(u,v) = F(N-u,N-v) , u,v =1, 2, ..., g -1

The Fourier transform consists of 2N2 components, i.e., the real and imaginary or magni-
tude and phase components of each spatial frequency. However, as a result of the con-
jugate symmetry properties mentioned above, only N2 components are required to completely
define the Fourier transform.[9

In the case of the Fourier transform, a shift in the spatial-domain variables results

in a multiplication of the Fourier transform of the un-shifted image by a phase factor.
If the input image f(x,y,t1) is shifted by the amount x0 in the x-direction and yg in the
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y-direction between times ty; and t2, then the Fourier transform of the shifted image is
given by

F(u,v,tz) = F(u,v,tl) exp Z%i (ux0 + vyg) (3)

This shifting property is expected to be useful in detecting and compensating for
effects of motion between frames since many types of motions such as panned motion produce
significant changes in phase components and small changes in amplitude components. Thus,
compensation for platform motion may be implemented directly in the array of phase compo-
nents by application of appropriate phase correction factors.

The two-dimensional Fourier transform F(u,v) of a spatial signal function f(x,y) is
separable, i.e., it can be computed as two sequential one-dimensional transforms since the
Fourier kernel,

2mi
* = (ux + vy)]

exp

is separable and symmetric. Thus, the basic one-dimensiocnal discrete Fourier transform
that must be performed is

Foay = LS 2ri
u) = T Z% f(x) exp {- = ux (4)
=

for u=0, 1, . . ., N-1.

In the case of the discrete Cosine transform[3], the one-dimensional transform is

N-1
F (u) =% Z_ f (x) cos L2X+I]\'])M (5)
x=0
for v=0, 1, . . ., N~-1. The form of eq. (5) differs from that of reference [3] only by a

normalization constant. The cosine transform is also gseparable and a two-dimensional dis-
Crete cosine transform of an NxN subblock results in N2 real coefficients.

Quantization

Experimental evidence derived from transmission of a typical "head and shoulders" pic-
ture telephone scene has shown that the frame difference signal has a probability density
closely approximated by a double sided exponential function.!10] The optimum minimum
mean square error quantizer for this distribution has been found to be a uniform quantizer
combined with a companding of the frame difference signal.l

Since the variances of the transform domain coefficient differences are different, it
is necessary to use different quantizer parameters for each one. Each coefficient differ-
ence signal is allocated a number of bits proportional to its estimated variance in
accordance with an optimum bit assignment algorithm.

Fidelity Criteria

In figure 1, differences between input signal £(x,y,t) and output signal f(x,y,t)
are due to two sources: quantization errors and errors due to channel noise. To evalu-
ate coding efficiency of the hybrid encoders, two objective criteria were used. The first
criterion, NMSE, is a measure of the mean square error between f(x,y,t) and f(x,y,t)
averaged over an entire frame of size MxM. Normalization is achieved by dividing the mean
square error by the mean signal energy within the frame.

1 M-1 M-1 ~ 2
LY X [Emyet) - By,
M x=0 y=0

NMSE = N ME_l Mz_:l ( )]2 (6)
- £ XIYIt
M2 x=0 y=0 [

SPIE Vol. 66 (1975) Efficient Transmission of Pictorial Information / 175

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



SNR {db)

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

The second criterion, SNR, measures the ratio of peak—-to-peak signal to RMS noise:

L M=l ol . )
L Y ¥ ey - Beyet
Mm% %=0 y=0 -

2552

SNR = =10 1oglO

Figures 2 and 3 are graphs illustrating the coding efficiency of the hybrid FFD and CCD
coders at various bit rates in the interval 0.1 to 1.0 bits/pixel/frame. To perform this
series of experiments, a 256 x 256 resolution data base consisting of 16 consecutive
frames of a 24 frames per second (fps) motion picture was digitized. Initial conditions
assumed were that the first frame was available at the receiver.
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Fig. 2. Fourier/Fourier/DPCM coder Fig. 3. Cosine/cosine/DPCM coder
at various bit rates. at various bit rates.

Photographs of frame number 16 after coding by the FFD and CCD coders at average pixel
bit rates of 1.0, 0.5, 0.25, and 0.1 are shown as figures 4 and 5. The results shown in
figure 4 for the FFD coder were obtained by coding the real and imaginary components of
the Fourier coefficients by assigning half of the available bits to each component.

-

1.0 bits/pixel/frame 0.5 bits/pixel/frame 0.25 bits/pixel/frame 0.1 bits/pixel/frame

Y E

Fig. 4. FFD coder for frame le.

1.0 bits/pixel/frame 0.5 bits/pixel/frame 0.25 bits/pixel/frame 0.1 bits/pixel/frame

Fig. 5. CCD coder for frame 16.
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Noise Immunity
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Fig. 6. Effects of channel noise for
Fourier/Fourier/DPCM coder at
an average 1.0 bits/pixel/frame.
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Performance of the FFD and CCD hybrid interframe coders was investigated in the pres-
In order to study the effect of channel noise, a binary symmetric
The channel is assumed to operate on each binary digit independ-
rom 1 to 0 with probability Pce and leaving the
At the receiver,

the encoded picture is recon-

including errors, transmitted across the channel.
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Fig. 10. FFD coder with channel noise.
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Fig. 11. CCD coder with channel noise.

Bit Transfer Rate

In keeping with the previously mentioned objective of minimizing the number of bits
transmitted while retaining image fidelity, a series of experiments was performed in which
certain bit transfer rates (BTR) across the channel were fixed. The BTR is defined as the
product of average pixel bit rate per frame and frame rate and has units of bits/pixel/sec.

BTR = (bits/pixel/frame) x (frames/sec) (8)

The available 16 frame test data base was extracted from a 24 fps motion picture
sequence. By employing frame skipping techniques, temporal subsampling was used to simu-
late short 12, 8 and 6 fps sequences from the 16 frame test data base.

Average bit rates in the interval 0.083 to 1.333 bits/pixel/frame were used in conjunc-
tion with the four frame rates mentioned above to perform cimulations with BTR values of
8, 6, 4 and 2 bits/pixel/sec. The results of these experiments are shown as figures 12
through 15, respectively. For all cases examined, the graphs show that reduced frame rates
produce smaller NMSE values for the individual frames coded. This indicates that reduc-—
tions experienced in frame-to-frame correlations due to temporal subsampling are completely
compensated for by the increased number of bits available for coding. However, subject-
ively, reduced frame rates tend to result in jerky subject motion. This is most apparent
for rapidly moving objects in the field of view and is of lesser consequence for slowly
changing scenes.
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Fig. 14. Cosine/cosine/DPCM coder at ¥Fig. 15. Cosine/cosine/DPCM coder at
bit transfer rate of 4 bits/ bit transfer rate of 2 bits/
pixel/sec. pixel/sec.

Conclusions

Based on theoretical and experimental results obtained to date, two main conclusions

have been reached.

The first is that exploitation of temporal correlations in addition to

spatial correlations has been demonstrated to be a viable technique for coding sequences

of digital images.

This fact is demonstrated by a comparison of the average bit rates

required for the interframe cosine/cosine/DPCM and the existing intraframe cosine/DPCM

coders to achieve the same level of NMSE performance.

The sixteenth frame of the test

data base was chosen for comparison and was coded at an average 0.25 bits/pixel by the

interframe cosine/cosine/DPCM coder.

When using the intraframe cosine/DPCM coder, it was

necessary to code this frame at a bit rate of more than 2 bits/pixel to achieve the same

NMSE.

The second conclusion is that the performance of the hybrid interframe coders investi-

gated are heavily data dependent.

In the case of the 16 frame head and shoulders test

data base, good coding performance was achieved since subject movement was restricted to a

relatively small portion of the image.

However, coding performance with a different aerial

data base was degraded from the previous case due principally to platform motion which

caused frame-to-frame pixel amplitude variations across the entire image.

Since the per-

formance of the hybrid interframe coders is dependent on temporal correlation, a reduced
level of performance is to be anticipated for image sequences distorted by motion.
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LASER SCANNER/RECORDERS
FOR IMAGE TRANSMISSION AND COMPUTER PROCESSING

W.F. Schreiber, U.F. Gronemann* and D.E. Troxel
Research Laboratory of Electronics
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

Abstract

Image processing by computer or otherwise requires cost-effective means of scanning
and recording high quality images and of interfacing the imaging devices with computers
and communication channels. Based on our previous work in newspaper facsimile and compu-
ter editing of news photos, we have developed a large-format high-resolution system, inter-
faced to a PDP-1l1 processor as well as the Bell DDS Communications channel which operates
at 56 kB/s. One configuration, suitable for medical X-rays, features variable resolution
up to 250 pels/inch over 14 inches and 1000 pels/inch over 4 inches and a 256 step density
scale. Dry silver film with on-line development produces ready-to-use output of high diag-
nostic usefulness.

The technology used includes low-power internally modulated HeNe lasers, pre-objective
scanning with a galvanometer-driven mirror, a flat-field paper/film drive, and silicon
photodetectors,

This work was supported by NIGMS Grant 5 PO1-GM19428-03S1 and by USPHS Grant GMO18674
(through the Departments of Radiology of Peter Bent Brigham Hospital and Beth Israel Hos-
pital).

Introduction

For the past twenty years, the image processing laboratory in what is now the Cogni-
tive Information Processing Group of the Research Laboratory of Electronics has been en-
gaged in research related to image coding, transmission, and processing. In the course of
that work we have developed a wide variety of scanners, including rotating drum, cathode
ray tube, vidicon, and most recently, laser systems. We have been attracted to the latter
because higher performance may be obtained at lower cost.

In 1970, we began the development of a new newspaper picture distribution system for
the Associated Press. The transmitters and receivers(Y?ich resulted are now in production
by Harris Electronics under the trade name Laserphoto , and will, by sometime in 1976,
replace all the mechanical systems now in use by the Assoclated Press. Comparable in
cost to the older systems, they offer advantages in reliability and, above all, in picture
quality. They scan at about 100 lines/inch, 100 lines/minute in an 11" wide format, using
3M Dry Silver Paper and an integral heat processor.

Subsequentl¥2)we have developed a variable format higher performance system for medi-
cal radiographs having a resolution of 250 lines/inch along a scanned line up to 14"
wide, with output on 3M Dry Silver film. This system employs a 56 kilobit/sec digital
transmission channel between the transmitter and receiver modules.

Both of these systems obtain much of their economy from a flat-field scanner,which
permits use of a flat-bed paper/film drive. The flat field is achieved by pre-objective
scanning - i.e., deflecting a collimated laser beam by a rotating or oscillating flat mir-
ror placed at the entrance aperture of a focusing lens.

The system described in this paper is a further development of the previous work, dif-
fering in that we are employing a specially designed objective for higher resolution and
in addition are providing interfaces both to a PDP-11 computer system and the Bell DDS
digital communication channel, In this way we hope to explore the use of the scanner for
a generalized computer processing of very high quality large format pictures as well as to
investigate the potential applications for rapid transmission of medical X~rays of essen-
tially unimpaired diagnostic utility.

Ooptical System

Scanning Optics

Some consid?g?tions relative to pre- and post-objective scanning are discussed Beiser's
excellent paper . The principles may easily be understood by reference to Figure 1
which shows a typical laser optical system which projects a focussed spot on the page at P.
Assuming diffraction-limited performance, the spot size at P depends only on the
f/ number, F/d, and the wavelength, together with a small factor which depends on the ener-
gy distribution in the laser beam. Placing a deflection member at B causes the objective
lens to be used on-axis only, which is highly desirable, but produces a curved focal sur-
face, as shown in Figure 2, A deflecting member at A requires that the objective function

*
Currently - Department of Radiology, Harvard Medical School, Boston, MA.
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over some scan angle, which is, of course, more difficult, but produces a flat focal sur-
face, as shown in Figure 3, if the lens has a flat field. ©Note that in both cases the
objective is focussed at infinity.

The essential question is how the difficulties of the flat-field lens design trade off
against the advantages of a flat-bed paper/film transport. As it happens, camera lenses
must also have a flat field, so that optical designers have been working on this problem
for well over one hundred years. Thus low-cost standard lenses for this application exist
down to about f£/32, which was used in the first version of the X-ray system. The Laser-
photo reqguirement can be met at about £/100. On the othe{4yand, a very high performance,
very expensive system of this type has been built at £/10 . For our hew scanner, we are
using a specially-designed, but still reasonably inexpensive £/18.5 objective.

The initial Laserphoto scanner (but not Harris's production design), our first-ver-
sion X-ray system, and the above-noted f£/10 system are all of the double-pass type, as
shown in Figure 4., The double pass configuration permits the use of a smaller diameter
objective for a given £/ number and scan angle, and is very useful especially when utiliz-
ing existing lens designs. The particular system used in the Laserphoto apparatus, in
which the first pass beam is incident on the scanning mirror outside the plane of the
second pass beam, and in which the scanned line in the copy is corrected for straightness
by rotating the mirror about an axis inclined to its surface, is the subject of U.S. Pa-
tent 3,868,167,

Our new £/18.5 system uses a single pass arrangement, shown in Figure 5 together with
the light collecting optics which are discussed below.

Light Collecting Optics

In order to achieve the highest possible signal/noise ratio in the video signal, the
largest possible proportion of the laser light incident on the film must be collected on
the smallest possible detector. In small format systems, a condensing (positive) lens
is placed behind the £film in order to image the exit aperture of the objective lens onto
a photodetector, This 1is notipractical for a 14" wide field, so we originally allowed the
transmitted light to fall on & diffuse white reflector as in Figure 6., A strip of solar
cells placed near the white surface can collect up to about 10% of the light. [To place
the cells directly in the path' of the scanning beam makes the video amplitude dependent on
the point-to-point sensitivity of the cells and would require very careful correction to
avoid stripes in the picture. The use of single crystal high resistivity P-N or P-I-N
diodes is possible, but very expensive.]

Since the noise depends very strongly on the area of the cells, it would be better to
try to collect the light on a smaller cell. We are now attempting to do this with the
large cylindrical collector shown in Figure 5 which images the exit aperture of the focus-
sing lens onto a small photodetector. This appears to be satisfactory, although there is
still some guestion about the cost of a reflector of adequate quality.

Spot Size Control

For any particular resolution (namely, spatial pel density) there is an optimal size
and shape of the scanning spot.

Since the electrooptical signal is proportional to the convolution of the spot spatial
power distribution and the picture transmission function, the finite size of the spot
serves as a low-pass spatial filter. The sampling theorem indeed requires that spatial
frequencies be effectively limited (in any direction) to below half the sample frequency.
Theoretically, if the original picture contains higher frequencies, perfect filtering would
be achieved by a spot whose distribution in x and y is (d/mx) sin(wx/d), where d is the
spacing between pel pgsitions. Practically the spot distribution is nearly gaussian, i.e.
of the form exp(-r®/a“), and the only variable parameter is the nominal radius, a. If we
choose a = d/2, the ideal distribution is approximated; however some attenuation occurs
also in the desired pass-band. On the other hand, violating the sampling theorem by a
small factor does not noticably distort any real picture; only high-fregquency periodic
structures (as in test patterns) become "aliased", and very sharp edges "move" a small
distance. Thus, in order to maximally preserve small low-contrast detail, the spot is
made somewhat smaller than indicated above. The value chosen is a = d/2/72. The pel
spacing is then equal to the spot diameter as measured between the l/e2 points. For ex-
ample, for 1000 pels/inch resolution, a is about 8.5 nm.

There is one additional consideration: Since the video signal is low-pass filtered
(to minimize noise), and since this filter also does not have an ideal flat characteristic
with sharp-cutoff, it is desirable to reduce or eliminate the optical filtexring in the
horizontal direction, so as to minimize attenuation of useful high frequencies. Ideally
the spot should have the shape of a vertical line, i.e., be horizontally much sharper than
indicated. Practical design considerations yield an elliptical gaussian spot, with "a"
in the vertical direction being twice that in the horizontal direction.

The spot size is determined by the focal length, f, of the primary lens {(no. 1 in
Figure 1), according to the formula a = Af/27b, where b is the nominal radius of the laser
beam entering the lens. This f may be either positive or negative; in the design incorpor-
ating the small objective lens (with double pass), it was convenient to use a positive pri-
mary lens, while in the design with the large special objective lens, a negative primary
lens is used. The spot ellipticity is achieved by making the entering beam elliptical,
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b being vertically half the horizontal value. This is done by means of a pair of cylin-
drical lenses in a beam-contraction configuration.

The actual selection of sSpot size is done by inserting the appropriate primary lens
(conveniently mounted) into the optical path in the assigned place. Where the aperture of
the objective lens is a limiting factor, the spot for the 1000 pel/inch resoclution is
made round by removing the cylindrical lenses.

Electronic System

Circuitry

Operation of the electronic circuitry is best understood by reference to the block
diagram, Figures 7 and 8.

In the transmitter an internally modulated HeNe laser is switched on and off (chopped)
at 56 kHz, A feedback system monitors the first harmoni¢ of laser beam intensity and com-
pares it to a reference. The laser modulator is driven by the error signal.

The photodiode on which the information—bearing transmitted (or reflected) light beam
impinges is connected, in Parallel with an inductor, to the input of a current-to-voltage
converting preamplifier. The photodiode is biased to a voltage such as to give a minimum
combination of noises due to dark current and due to capacitance (affecting themmal noise
in preamp). The inductor "tunes out" the photodiode capacitance at the chopping frequen-
€y, to maximize signal amplitude., The preamplifier has a transconductance-type low-noise
input stage. Its output is further amplified by a band-pass amplifier then demodulated by
a synchronous demodulator and the output of the latter applied to a low-pass filter ampli-
fier and thence to a logarithmic amplifier. The log amplifier thus produces a voltage
proportional to the density of each point being scanned. This voltage is sampled, at a
rate that is a submultiple of the 56kHz clock, and converted to a binary code by means of
a moderately fast analog-to~digital converter.

Other circuits include a sweep generator, a galvanometer-motor driver, a stepping-mo-
tor driver and miscellaneous digital control and interface circuits. The sweep generator
produces a sawtooth signal, by means of a bootstrap-type integrator ,with electronically
switchable slope values. This signal is applied to the galvanometer driver to provide the
horizontal beam deflection. The beginning and end of each sweep is timed by the control
circuit. The latter alsoc provides pulses to trigger the stepping-motor driver, and thus
to advance the film past the scanning beam. The control circuit, as well as the digital
output circuit, will be discussed in the following paragraphs.

The receiver circuitry is essentially identical to that of the transmitter except,
of course, for the signal path, Binary data as well as clock pulses, are received from
the communication channel (or computer interface) and assembled into bytes. These are con-
verted into analog voltages by the digital-analog converter and applied to a non-linear
amplifier. The NLA reconverts the logarithmic signal scale to that of light intensity and
compensates for the D-logE curve of the film in such a way that the output film density
would be equal to the input film density. The "marking power" knob controls the final
signal amplitude and essentially calibrates the system for the film sensitivity.

An internally modulated laser, similar to the one in the transmitter, is used to pro-
duce the modulated light beam to expose the film. In this case, the error signal which
drives the modulator is the difference between the laser beam intensity, as measured by
the light monitor, and the signal intensity as obtained from the "marking power" control.

The temperature control of the oven maintains a stable processing temperature for the
dry silver film, to achieve a suitable film characteristic. The oven temperature is ad-
justable to compensate for varying film transport speeds which may result from changing
the scan parameters.,

Digital Interface

The system has been designed to operate in two main transmission modes: (1) serial-by-
bit - primarily for facsimile transmission, and (2) serial-by byte - primarily for compu-
ter input and output.

In the first mode, data are transmitted and received over a single channel as a contin-
uous stream of bits, synchronously with clock pulses, The latter are eithker generated in
the transmitter and transmitted over a subchannel or, in the case of a synchronous digital
communcation system, are obtained from that system. The current version of the equipment
transmits at the internal clock rate of 56 kHz (which is that of Bell System's DDS wide-
band channel); data are transmitted as TTL levels over one wire and clock pulses (also
TTL) over another wire. This will be easily converted to interface with a DDS channel
when that becomes practical.

In the second mode, 8-bit bytes (each representing one picture element) are transmitted
to, or received from the computer I/0 interface; input byte timing is under transmitter
control, whereas output timing is controlled by the interface module. ©Present design is
for interfacing a PDP-11 through a DMA channel (which includes a single full-word buffer).
At the end of each scan line a reqular interrupt occurs. This enables the computer to re-
allocate buffer memory and possibly a new output (or input) device channel. If the compu-
ter or peripheral device can not keep pace, the film advance to a new line can be delayed
by one line-scan period.

In either mode, the data consist essentially of a stream of bytes, representing nega-
tive density values, During retrace time (between lines) the byte value is set at
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maximum (corresponding to white - to cause blanking in the receiver). At the beginning of
a picture one particular code byte is transmitted ~ to denote (in the case of mode 1) the
start of transmission. This is followed by a certain number of bytes that carry (in an
error-correcting code) the scan parameters, i.e. raster width and height (in terms of num-
ber of picture elements), and transmission parxametexr, i.e. number of bits per byte of data
(in case of mode 1). Then the scanning begins and the data bytes are transmitted, as
descri above, Transmission stops when the preset number of lines has been scanned.

Scan Parameters and Control

The following variable parameters are controllable from the front panel of the trans-
mitter unit:

(a) Resolution. Five values are available: 1000, 500, 250, 125, and 31 elements per
inch, These refer to both horizontal and vertical resolution. The effect is that
horizontally the sweep rate is selected to be inversely proportional to the resolu-
tion, while vertically the film is advanced for each line a number if steps inverse-
ly proportional to the resolution. Normally one would also switch the optics so as
to select the appropriate spot size, namely 1X1l, 1X2, 2X4, 4X8 or 16X32 mils, re-
spectively. Since the length of a scan line is limited to 4096 elements, the scan
width at maximum resolution is limited to about 4 inches, and at the next resolution
to about 8 inches.

(b) Sampling Rate: Three values are available: 7000, 14,000, and 28,000 samples (i.e.
bytes or elements or pels) per second. In effect, the scanning speed is made pro-
portional to these values, In the case of mode 1 transmission, where the bit rate is
constant, the number of bits per byte is variable, namely 8,4, or 2. In the case of
mode 2 transmission, the rate is limited by the computer system handling capacity
and by the desirable density level and “he acceptable noise level. For the lowest
resolution (31 pels/in) only 7000 pels/sec is available owing to mechanical limita-

tions on scanning velocities. Note: In the first version of the instrument eight
sampling rates were avallable corresponding to any number (between 1 and 8) of bits/
byte,

(c) Scan Format: Height and width are settable, independently, at any multiple of 128
pels up to 4096 pels width (and not over 14 inches, as limited by the optics) and
8192 pels height. .

The following controls (d,e,f) do not affect transmission and reception, but enable the

operator to direct the transmitter to scan a desired section of a film.

(d) Horizontal Displacement: Horizontal sweep, which is normally centered, can be dis-
placed (offset) left or right by any multiple of 1/2 inches.

(e) Vertical Jog: Be means of a manual key-switch, the film is made to move up or down,
at either of two speeds, to bring it precisely to a desired location.

(£) Vertical Displacement: At the beginning of scan the f£film is automatically moved up
or down by a selectable number of 1/8 inches.

Results So Far

A first version of the equipment has been built and tested. The transmitter and re-
ceiver each consists of a cabinet, containing most of the electronic components, and an
optical-mechanical assembly on its top. They are ahown, respectively, in Figures 9 and
10, The mechanical and electronic construction was done in an expansive "breadboard"
fashion - to facilitate development work and future modifications. [An operational sys-
tem could be made appreciably more compact and "streamlined"].

This version has a single resolution of 250 pels/inch, the spot size being about 3x4
mils. The sampling rate is variable, but practically only the slowest rate, with full
8 bits/pel transmission, has been used. None of controls d-f above was built into that
version, and the transmission was in bit-serial (mode 1) only, and that over a short
shielded cable, Instead of the light-collecting optics, there is a long array of photo-
diodes, (solar-cell type) facing an opaque white diffuser. This necessarily results in

lower signal and higher nocise level.,as discussed above. . .
Images of falrly gvod diaghostic gquality have been prodaced by this system. Owing to

the relatively low signal/noise ratio, descriminable source density is limited to 2.5
optical density units. The spatial resolution of the transmitter is commensurate with the
sampling density, i.e. 250 to the inch.

The reproduced image on the film shows two defects that are thought to be due to the

lack of antihalation backing, namely some diffusion, with a resultant reduction of resolu-
tion, and interference between the two film surfaces, causing a visible random fringe pat-
tern., A solution to this probelm is sought in cooperation with the film manufacturer.

Of course, a normal wet-process film would not exhibit these problems. In addition there
appear some horizontal and vertical streaks due to minor defects in the circuitry and in
the oven, respectively.

Current and Future Work

Current work is aimed at achieving the full capabilities, as described above, parti-
cularly resolution of up to 1000 pels/inch, discriminable black levels of at least 3.5
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density units (2.9 at the highest transmission rate), and computer interfacing (mode 2
transmission}).

Within the present activity, the first version of the transmitter is being improved
and modified, in line with the above, whereby the optical system is essentially rebuilt
anew. This eguipment is to be loaned to the Radiology Department of Harvard Medical School
to be connected to a PDP-1l computer used for research at the Peter Bent Brigham Hospital;
it will also be operated experimentally within the hospital as a local radiograph fac-
simile system for evaluation of potential utility and possible applications.

Concurrently, a second transmitter, in the improved version, is being built for use by
the CIPG at M.I.T., Here the optical system is different again, since it is designed
around a special lens that permits single-pass scanning. This lens will allow 1000 lines/
in. resolution over the entire 14" width of the film,

Near future work will lead to (a) an improved version of the receiver, (b) operational
models -~ for various experimental long-distance transmission systems and other computer
installations, (c) evaluation of optimal scan parameters for various source films, (4)
proliferation of computer applications (e.g. image enhancement, feature extraction and
diagnostic aids,as discussed below). Looking ahead,the need for further improvement in
this technology is manifest.At the beginning of the development of inexpensive flat-field
scanners, there already existed expensive, high performance curved field systems, mainly
developed for military applications, These use post-objective scanning by precise poly-
gonal spinners, low £/ number objectives on-axis, and cylindrical focal surfaces. In
order to approach the performance of such systems with flat-field scanners, some addition-
al improvements are needed. One is better objectives capable of operating over scan an-
gles of 30° or so at low £/ numbers. The design of such lenses is simplified somewhat by
neglecting geometrical distortion and relying on an optical reference, such as a grating,
to position the scanning beam accurately on the page. Likewise the precision of the de-
flecting device may be greatly reduced by relying on horizontal position sensing and buf-
fering of the video signal.

Possible Applications

The medical X-ray version of the system is expected to be useful primarily for remote
diagnosis, consultation, and study. At least some of this at present is done by mail,
and it is anticipated that the availability of an inexpensive, high quality system, es-
pecially one which does not require parting with the original,would increase this traffic.
Although it appears unlikely that large scale computer processing of X-rays such as auto-
matic diagnosis, is likely in the near future, ninor processing such as correction of expo-
sure errors without re-exposing the patient might well become practical. Finally, the
storage and retrieval area of radiology is most likely to be amenable to technological sol-
utions,

Computer processing of imagery other than X-rays has become almost commonplace. An
examp%e is the "Electronic Darkroom" now being developed at M.I.T. for the Associated
Press, while of course the work of JPL in the space program is well known. We believe
that laser systems such as the one described here will eventually supplant others in this
application because of their higher gquality and lower cost. Finally there appear to be
many applications in the graphic arts. Laser scanner systems for plate making and other
purposes are now commercially available. Flat-field scanners are of particular importance
because the copy is often rigid. Resolution requirements are of the order of 20,000
picture elements/scan line while the geometrical accuracy desired is very high. It would
appear that the techniques discussed in this paper are capable of meeting these regquire-
ments economically.
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Fig. 9. Transmitter Fig. 10. Receiver
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REAL-TIME IMAGE DATA ACQUISITION/RETRIEVAL (RIDAR) SYSTEM*

Harold H. Kantner
CAl, a Division of Bourns, Inc.
Barrington, Illinois

Abstract

Aerial photoreconnaissance with optoelectronic sensors generates video data at formidable rates. All
facets of the image data handling and assimilation problem are brought together in presentation of a viable means
for its solution. A real-time image data acquisition/retrieval (RIDAR) system is defined and described. System
architecture is that of a ground-based data hub which serves operational requirements of reconnaissance and
surveillance activities. The RIDAR system functions to enable human beings to screen wideband video signals
continuously incoming from high-resolution large-format sensors of remote survey stations as they sweep rapidly
over scenes of interest. A basic system feature is its immediate display of a widefield index picture which
shifts through the observation field synchronously with sensor transit of the object scene. Pointer designation
of an image detail selects its subfield for magnified display and/or speed-print of a high-resolution document.
Capture of incoming image data in permanent mass storage permits subsequent playback and selective recall
through the same display and document generator system. The proposed RIDAR system can be extended toward
a more universal image data processor by incorporating optical and electronic means for parallel computation
over two- and three-dimensional fields.

Introduction

Telereconnaissance cameras and finders are capable of generating high resolution video displays at data
rates beyond the assimilative abilities of a human observer. However, the screening of photoreconnaissance
mission data for visual images of interest to human beings is a task best done by human observers. Their
remarkable perceptual faculties deal concurrently with aggregation and discrimination - - integration and
differentiation - - over large fields. No automatic data processor can match the gestalts of human beings.

At a receiving terminal the problem of coping with continuous flow of image data at now attainable rates
of video teledata is formidable. It will be compounded greatly as sensor resolutions, viewfield coverages and
reconnaissance platform transit rates are increased. Scene dynamics complicate the problem further. Tele-
reconnaissance image data differ significantly from those of conventional television. An incoming reconnaissance
image stream is generally acyclic with little field-to-field repetition of details. Except for special situations
and field overlap, the reconnaissance scene changes continuously and quite unpredictably.

In combination with modern tactics, those image characteristics require continuous monitoring of
ungapped photodata as they are received during the course of a reconnaissance mission., That calls for an
online station which converts incoming broadband video signals into readily assimilable image displays. A
viable solution to the data handling and assimilation problem is one which enables effective engagement of
human beings with the data flux in its true time scale, and with minimum presentation delay. Such systems are
often called real time systems.

Operational Considerations

The image data acquisition/retrieval system described herein is a real time system. It engages an
observer with a cinematic event within seconds of its actual occurrence, in contrast to other means which incur
the relatively long delays of photographic processing. When equipped with means for addressable mass data
storage, it is operable also offline in true or modified time scale. Thus it provides capability for change
detection by recursive processing of a cumulative file and for instruction and communication applications.

A primary operational requirement of the ground station image data system is capability for rapid
selection of image subfields to be magnified and speed-printed in high-resolution grey-secaled documents for
photointerpretation and communication. Direct addressing of high-resolution subfields via a transient,

* Development of system concepts described herein was supported in-house.
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wide-field image display index accommodates that function during both online and offline operation. Fixed block
data addresses automatically assigned to the incoming video signal facilitate offline image retrieval and file
processing, including correlative data annotation.

For reconnalssance purposes, an important aspect of a ground-based data hub is time delay in delivering
sensory images to users. Costs which increase with that delay include deterioration of time-critical response
opportunities and deterioration of the quality of information which human minds assemble by associating sensor
data with those from other sources.

The real time image data acquisition/retrieval (RIDAR) system shown in the block diagram, Figure 1,
cuts both of those separate and distinet costs. It does so by display of low-resolution details in widefield image
context concurrently with display of selected high-resolution image details. In other words, it exhibits both the
"forest! and selected "'trees' at resolutions appropriate for each. In that sense, it offers a very crude approxi-
mation to the simultaneous foveal/peripheral capability of human vision.

Data Systems Approach

The RIDAR approach presented in Figure 1 is sufficiently general to accommodate wide angle and tele-
scopic telesensors of various types. For example, different display schemes such as the three exhibited as
Figures 2, 3 and 5 can be encompassed by a single unified RIDAR system design. Each of the display schemes
portrays outputs of the pair of monitor subsystems enclosed by dashed lines in the block diagram, Figure 1.

Two of the display schemes present imagery from long range oblique photography (LOROP) telesensors.
In one case, Figure 2, a quasi-panoramic image sequence is obtained from a telescope with focal surface
scanning., In the second LOROP example, Figure 38, the video signal is derived from a telescope operated with
"pushbroom' scan. The third display scheme, Figure 5, shows application of the RIDAR system for presentation
of panoramic imagery from a wide angle real time surveillance (WARTS) system. In that case, seeing the down-
translating index display is analogous to observing the terrain beneath an airvehicle framed through a cross-
track panoramic viewer during overflight. These examples show that incoming and archival video data from
both wide-angle and telescopic sensors can be handled with one real time image data acquisition/retrieval
(RIDAR) system.

All major RIDAR subsystem blocks, including the display devices, are diagrammed in Figure 1. Its
sighal paths show that incoming video data are written concurrently into three separate memory subsystems.
The three video stores form an indexed heirarchy of progressively greater capacity and picture field resolution.
As in conventional computer technology, a mass storage means such as tape provides the largest capacity for
permanent recording of highest resolution video data. Next in order of capacity is the video disc subsystem with
more rapid data access. The third memory subsystem, an electronic video store, provides least capacity but
fastest access.

The two lower capacity memory modules for temporary data storage employ cyclic erase/write/read
progression to provide simultaneous write/read capability. They incorporate triple record/reproduce units to
enable cyclic reading on two units while the third is being written. Of the two temporary video stores one, a
video disc module, continuously acquires incoming video data at full resolution. The other transient data
module incorporates electronic means, such as video scan converters, suitable for high data rate refreshment
of a raster display. Continuously incoming video data is written into it at a density which provides about one
tenth the linear resolution of the disc system. Thus, the low resolution electronic storage module has about
one percent of the two-dimensional data capacity of the high resolution video disc storage module.

Shift Control of Moving Picture Index

Both the disc and the electronic memories continuously capture the same video data at the same time
from either the data link or via tape playback. They provide transient storage for the same interval, but at
different levels of picture resolution. The write/read devices of each subsystem operate at a cyclic rate pro-
portional to effective ¥, the angular rate at which an image point transits the picture field. Conversely, the
field of observation and/or access may be said to translate over a specific picture point at a shift rate pro-
portional to effective ®¥. Accordingly, data in transient storage is accessible only during a shift interval which
is inversely proportional to effective ¥.

As shown in Figure 1, the ¥ field shift control signal is extracted from the composite video delivered
by the data link or a tape record. Via a controller, it governs the rate at which temporarily stored data is
rolled over concurrently in high-and-low resolution transient video subsystems.
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When presented on a high performance television monitor, the low resolution recording serves as a wide-
field picture index to high-resolution picture subfields stored in the disc module. An address matrix suitably
associated with both temporary recordings provides for rapid-access to, and transfer of, high resolution subfields
during the field shift interval. Slow rollover of the low-resolution data by a read raster synchronized with the
TV display raster provides a sliding index display scheme as detailed in Figures 4 and 6 for video data from
strip-image and panoramic sensor systems. Inaccordance with Figures 1, 2, 3 and 5, light pen selection of
up to 100 subfields from the moving index enables buffered static display and/or printing of magnified image
details.

Indexed Record Library

The high-capacity high-resolution mass data system provides for acquisition, compilation, editing and
offline processing of a permanent tape-recorded reconnaissance library. The module of at least two tape trans-
ports is linked with a data processor coupled also with an archive module for data tape exchange as shown in
Figure 1.

Omission of tape data storage and control is possible if complete data recall and edit capability is
unwarranted. In that case, however, only selected subfields of the incoming data can be directed to a copy
station for permanent recording. Forced choice due to equipment limitation usually would be hastened by brevity
of the decision interval. The non-recurring opportunity for selection of a subfield is limited to the time (usually
seconds) required for its transit over an index field which presents as many as 100 alternatives.

Summary

As proposed herein, RIDAR system architecture serves a specific operational requirement. The broad
system function is to enable human beings to screen wideband video signals continuously incoming from high-
resolution large-format sensors aboard remote survey vehicles as they move rapidly over terrain of interest,
A basic system feature is its immediate display of a widefield index picture which shifts through the observation
field synchronously with sensor transit of the object scene. Pointer designation of an image detail selects its
subfield for magnified display and/or speed-print of a high-resolution document. Capture of incoming image
data in permanent mass storage permits subsequent playback and selective recall through the same display and
document generator system. The proposed RIDAR system can be extended toward a more universal image
data processor by incorporating optical and electronic means for parallel computation over two- and three-
dimensional fields.
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AN INVESTIGATION OF MSE CONTRIBUTIONS IN TRANSFORM
IMAGE CODING SCHEMES

¥*
John R. Persons
and N
Andrew G. Tescher

Abstract

The mean squere error (MSE) is a classlcal measure of image distortion. However, this metric is
generally not a falthful indication of subjective image quality. We attempt to correct this deficiency
by eddressing the individual error sources in trensform imsge coding. Specifically, the component of the
MSE introduced by transform coefficient deletion is separated from requantization effects, Results are
demonstrated in both numerical and pletorisal form.

Introduction

Ffficient transmission of pictoriel data is of primary importance in various filelds. TFor an ever-
increasing number of diverse systems, better than television quality pictoriel information is required to
be sent at high pleture rates over channels of 1imited bandwidth. Common to all image coding applications
is the maintensnce of fidelity of the decoded image. Recognizing the system-specific nature of quality
requirements, one could base a coder design solely on the results of exhaustive simulations and subjective
imege evalustions for a wide range of image types and coder paremeters. TFor a transform image coding scheme
the latter mey include gquantization, bit assignments, transform type, sub-block size, coefficient selection,
channel error effects and sdaptivity. Therefore a quantitative metric correlating with subjective assess-
ments can play a vitel role in making tradeoffs between imege quality and coder parsmeters ln that fewer sub-
jective evaluations are required and the parameters can perhaps be modelled in their impact on such a metric.
The mean square e€rror (MSE) has been & traditional metric e?R}oyed for imege error analysis because
of its classical epplication in one-dimensional slgnal analysis. Unfortunately its correlation with
subjective rankings of image quality is not entirely satisfactory. It 1s the purpose of this paper to
investigate a refinement of the MSE criterion as it applies to imegery which has been subjected to various
transform coding schemes., In the following sections we discuss the basic components of the transform
coder concept and the traditional role of the MSE. Then we propose a decomposition of the MSE and describe
an experiment to investigate this refined metric and its correlation with subjective evaluation. Finally,
conclusions as to the applicability of such & method are addressed.

Transform Image Coding

Transform image coding has been treated by a number of authors(2’3’h) as & visble means of transmitting
digital image data in a compressed form. In this section we will discuss the basic elements end concepts
of such & coding technique. Consider an imege I discretely sampled over an N x N grid where each sampled
brigntness velue I(i,J) is quantized to L bits. In this case 1,J = 1,2,..., N and each brightness
value (pixel) cen take on one of oL  assignments which, except for a possible scaling factor, fall between
0 and 2L -1,

Direct coding of pixel values results in a sub-optimum coder since image correlation is not reduced.
vVarious two-dimensional linear transformations have been considered to map the pixel values into a space
where the coefficilents are approximately uncorrelated and the maximum imege energy 1s compacted into the
low order terms. Fourier, Cosine, Slant and Hadamard transforms have been considered for this application.

Figure 1 shows the model we will be using for the source coder/decoder problem and Figure 2 is a
pictorial representation of the various steps. The array [I]N of imsge data is presented first to a
partitioning operation where the larger N x N earrsy is segmented into smaller n X n arrays [I]n. N
might be several thousend while n 1s typically less than 100. This partitioning is introduced for a
variety of reasons, among them considerations of the correlation properties of the image since decorrelation
of the dats over a region larger than its correlation size is not needed, Additional consideratiam is the
implementation of the transform algorithm with a minimum of computational complexity. Also, partitioning
allows the coder to be sensitive to varying scene statistics and forms the basis for a large class of
adaptive techniques.

The n xn partitioned data et L bits is then trensformed into an n x n array of L Dit
coefficients C(k,4) for k,4 = 1,2,...,0n by the linear trensform operator T. In matrix notation the
transform coefficlent array [C]n is given by:

(el = (21, [11,(T1" (1)

where t denotes a transposed complex conjugate operation. The mabrix [T]n has the elements:

B .
The authors are with the Aerospace Corporation, El Segundo, Caelifornia
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Fourier Transform

T(k,4) = % exp[ -2niks/n] (2)
Cosine Transform(s)
T(kyd) = % cos[ (2k+4 M /2n] o (3)
cos[ (2¢+1)kn/2n]
Hadamard Transform(6)
n-1 4
(k,4) = -% [I sgnl cos r(Er_ln(k+l))] (%)
r=0
where
+1 a >0
sgn (a) =
-1 a<0

and { is expressed in binary form as the set

L= (2 zlzo) with £ e (0,1)

m-lzm-E

()

glant Transform

For n =4 we have:

1 1 1 1
[T, =% |3/ 5 ys -5 -3/5 (5)
1 -1 -1 1
1/ 5 -3/ 5 3/5 -1/5

Larger arrays sre constructed iteratively.

By desigh n e of 4o allow implementation in & "fast" algorithm. The resulting set of coefficients
[c] representing the partitioned image dete must now be requantized into & coefficient set [C']n
according to some quantization model to produce the desired bit rate reduction. It is this step which is
perhaps the most important in any compression algorithm. For exsmple one can perform "zonel" coding by
partitioning the transform array and assigning a blt rate to each coefficient within a partition based on
rate distortion theory T) or pre-assigned rates based on subjective evaluations of the decoded imagery.
Another strategy ls to threshold the coefficlents and gquentize only those elements greater than the thres-
hold value.

Utilizetion of edaptive techniques can also be applled. For example, bit assignments can be veried
as a function of image statistics over the pertition, For this case, the output bits should be buffered
to insure a constant bit rate for transmission.

The code word bit stream representing the gsequential source coding of each image partition, along
with any overhead bits required for the decoding process such ag utilized in certain adaptive schemes, is
then channel encoded and transmitted. At the regeiver the inverse operations are performed and the
coefficlent set [C']n reconstructed. The inverse transform operation

(1], = [T250C" (7], (6)

then ylelds an image pertifion [I']n which should be a falthful reproduction of [I]n. These partitions
are then used to form the composite reconstructed image [I']N.

Before going on to discuss the comparison of I and I', conslder snother operation which can be
accomplished before source decoding. The process discussed sbove cean be related to a low pass filtering
operation (assuming that the coefficient requantizetlon effects can be ignored) and therefore one can
investigate the possibility of epplying a high frequency boost or other transfer function compensation to
the coefficients of [C']n for each pertition before lnverse transformation. Such an act%gg would, for

the case of a cosine tramsform, correspond to the block-mode filtering of digital imagery except that
there 1s no overlap between partitions to reduce edge effects. Thus one would form the scalar multiplica-
tion:
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[cr], =F L', (7

where Fn is an array of coefficient welghts. The utility of such a technique 1s demonstrated in Flgure 3.

The original image (a) is digitized at 10 bits/pizel and N = 512 while (b) is the reconstructed image
after s compression to 2.6 bits/pixel using the cosine transform with n = 16. Figure 3(ec) is the recon-

structed imege where the coefficient welghting array F(k,4) =1 + V (k_-l)2 + (2-1)2/15 for k,4 = 1,2,...16
was flrst applied to the quantized coefficients of each partition before reconstruction. A radial section
of this 2:1 boost filter is shown in 3(d). The improvement 1s obvious and in fact the filtered lmage has
been subjectively rated superior to the original.

The MSE As A Quality Metric

The most widely used measure of lmage quality for coding analysis is the normalized mean square error
(MSE) between the coder input (I) and output (I') images.

N N
wse - 9. IT(L,) - TLDEY 2 1T
3 3

Zp l 2 Ix(i,j)-x'(i,3)12] /2 ‘Z \1(1,3)12‘ (®)
1,3 Pla,s

where :E: indicates a sum over all partitions.

The orthonormality of the trensform [T] allows us to restate (8) as:

MSE = 2 IZ |C(k,2)-C"(k,8) |2 /Zp 2 foliee)?

n
b .

kit )
One can therefore relate the overall MSE to the errors introduced on the coefficients C(¥,£) by their
requantization and/or deletion. The problem of optimizing the qu?ngization slgorithm relative to the MSE
and subjective quality assessment has been considered previously. 9) Ve nave found that decoded image
errors due to coefficient requantization in zonal coding schemes are more objectional than the smoothing
effect introduced by high frequency ccefficlent delation (low pass filtering). To develop a useful
requantization design strategy which is consistent with subjective quallty measures, we separate the two
major components of the MSE:

(9)

MSE = MSEq + MSE, (10)
where:
n
- 2 2
AR >l D IRREORT ) 38 1B MR
a’”d P k,2
for deleted coefficilents C(kd,zd) is the error due to filtered or deleted coefficlents and
MSEq = MSE - MSE, (11)

Zp [ 201 oli,a)-ct(i,0) 2
X, 4
-2 c(eg,8,) 12 \/Z
) b

da’*a

is the error due to coefflcient requantization,

The subjective effects are consldersbly different for the two error terms. The coefficient requantiza-
tion generates a "noise-like" distortion and ertifacts while deletion of the high frequency terms actually
reduces noise, although at the expense of resolution. An obvious observation 1s that both quantization
and Flltering effects are undesirable yet unavoideble perts of the compresslon process, and it is felt that
the compression algorithm designer can utilize MSEf and MSE 1n order to optimize his algorithm. Assuming
an optimum quantization procedure 1s utllized for individual coefficients, a good statistical model is o
available for transform domaln varisnces, the transmission rate 1s filxed, and there are a total of K = n

2. lC(k,ﬁ)IQl

K, 0
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(a) | (v)

Original (I) imsge at 10 Bits/Pixel Reconstructed decoded (I') image after
compression to 2.6 Bits/Pixel

be

[
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=

=

[0)]
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(5]

-

Gt

%

S 0 } } >

® o 10 16

Coefficlent (k or 4)
(a)

Reconstructed decoded image with high Redial section of high frequency boost
frequency boost over esch partition filter

FIGURE 3. Compression/Filtering Experiment Using Cosine Transform
and 16 x 16 Partitioning
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coefficients per sub«bloek of which Kq are quantized and K

o are deleted (so K = K + Kq), then the

following procedure can be uged: £

1. Set Kf such that MSEq :'MSEf

2, Compare I and I'. If I' contains negligible noilse, ilteratively decrease Kf.

3. If I' contains excessive additional noilse and/or artifacting, lteratively incresase Kf.
Step (1) should result in a minimum MSE but steps (2) and (3) can result in improved visual representation
by the tradeoff of quantization noise end resolutlion loss.

Experiment

A computer program has been developed for the simulation of various transform coding methods and
1t has been used to generate deta for actual imegery. Figure L 1llustrates the manner in which this
pvackage was utilized in an experiment to evaluate the correletion of MSEf and MSE  wilth subjective
image ranking. 2 e

The image used for this study is shown in Figure 3(a) and consists of 5127 (N=512) pixel values, each
quantized to 10 bits. Analysis of this arrsy indlcates thet there are 9 bits of useful imege date and
furthermore its structure is representative of what might be encountered in a low altitude remote gensing
application, This imege was pertitioned into ome of two sizes (n = 8 or 16) and one of 3 transforms
applied (Cosine, Slant, Hadamerd). Selected coefficients were then requantized and others deleted to give
bit rates (R) of .6M4, 1.4, 2.6, 4.6 bits/pixel for n = 16 and rates of 1.28, 2.6, 4.3, 6.9 for n = 8,
The requantization scheme conslsted of first 1oo%in% at the coefficlents in bands perallel to the opposing
diagonal of el, (Filgure 5(a)). We, and others(il), have observed that 1so-verisnce reglons of E:p[c]n

tend to line up quite well with this zonal approach. After determining the coefficlent variance ai for
the =z zone one of the followlng two methods was applied.

l. The meximum sbsolute value |Cmaxl in each band waes determined and the coefficlents in that zone

uniformly requentized between + |Cmax| . Cmax was quantized to 10 bits for each zo;e.

2. The verlence o, was used to define a gaugslan quantizer for that band. O'Z was quantized
to 10 bite for each zone.

The actual bit assiguments for each zone to glve the gbove bit rates sre shown in Table 1. In
addition to these zonal coding experiments, an adeptive approach as used in reference 10 was utilized
for the cosine transform with n = 16. In thils case the coefficlents of [¢] ~ were first ordered into a
Que-dimensional sequence of 256 values. The snelog for n = 8 1s shown in Pieure 5(b). The coefficients
C(m) for m = 1 +o 256 were then recurslvely coded using a varlance estimate gﬂr based on previously
coded coefficlents, and a gausglen quantizex. The coded coefficients T(m) ar® determineg by the quantiz=
ation operator @ such that C(m) = q( 3’,, C(m)) end the next estimated varience 1s Gﬁwl =

m

¥J9§_+ (1-w) efm)e for a pre-determined weight W. The primary assumptions of such a technique are that
the /C(m) are uncorrelated snd the ai are highly correlated. Tnls particular coder was operated at 1.55
bits/pixel.

Each of the a@bove 49 coded data sets was decoded end the resulting images [I']N were both numericsally

end subjectively compered to [I] » The numerical comparison consisted of a computation of MSE, MSE, and
MSEq for each image [I']N whlle the subjective analysis consisted of & renking of the displayed imagery

according to a varlety of tasks aimed at "exploiting" the imagery. Care was taken to insure that the
subjective renking was somehow tled to how the deta would be used. .

The displayed imsgery represented a wide range of quality end blt retes as demonstrated by Flgures 6
and 7. Figure 6(a) 1s the decoded imege for the cosine trensform with n = 16, R = 2.6 bits and uniform
requantizetion while 6(c) is the same transform with R = .64 bits. The corresponding scaled ebsolute
value difference imeges («|[I], = [I'].|) are shown in Figures 6(b) and 6(d). The scaling fector o was
set to 15 to enhance the visuag impact of the error distribution., One can Immedlately note the correlation
of errors with image edges and other regions of high spatial frequency content. Since ilmage lnformation
may be located &t or near edges, 1t 1s a natural step to look &t the performence of the adaptive scheme,
1t should be sensitive to the frequency content (or sub-block "business") end therefore tend to distribute
the errors over the entire scene rather than at edges. Figure T demonstrates that phenomenon, Figure T(a)
1s the decoded image for R = 1l.h blts, n = 16 and geussian requantlization of the cosine traunsform
coefficients, while T(b) is the scaled (o = 15) difference imsge. TFigure T(c) is the decoded image for
the adsptive case (R = 1.55) with 7(d) the scaled difference imege. Comparison of 7(b) and T(d)illustrates
the superlor performence of the adaptive approach in decorrelating coding errors and image structure, while
providing an oversll MSE roughly half that of the nou-adeptive case for nearly equal bilt rates.

The results of the computed objective (MSE) metrics are shown in Teble 2 for all 49 cases used in
the experiment, The cosine trensform is clearly the superior performer when one compares the metrics for
equivalent quantizer, R and n. Also the gaussian quentizer is superior to the uniform case, but the

margin is suprisingly narrow. Finelly, the appareunt amblguity in MSEf and MSEq between Slent and Hadamard

transform cases should be noted. This 1s due to the different convergence properties of the higher sequency
Slant eund Hademsrd terms,

A regression analysis was performed on each renking of the image dete end the corresponding set of
metrics, this being done for sll such rankings. Table 2 shows the resulting correlation coefficients Ffor
each MSE metric.
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Input imege [I]N Partition | [I]n Transform : [c]n Coefficlent
— n=8,16 |———m Cosine, Slant I Requantizetion and
W=ol2 Deletion
L = 10 bit Hadamard
= 5 R = .64, 1.4, 2.6, 4.6

=1.28, 2.6, 1.3, 6.9

Uniform, Gaussian
Adaptive (R = 1.55)
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Difference 4
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Output Image Reformatting [I']n Inverse (c"] Coefficient
N = 512 lba=————-} Transform | Reconstruction
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L = 10 Bits
FIGURE L. Transform Coding Evaluatlon Experiment
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FIGURE 5. Definitlon of Transform Domein Zones and Coefficient
Ordering for 8 x 8 Partitioning
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(&) (b)
Reconstructed decoded (I') image for n = 16, Difference imaege o|I-I'| for case R = 2.6
R = 2.6 Blts/Pixel, MSE = ,0T3% and o = 15

(e) {4
Reconstructed decoded (I') imege for n = 16, Difference image o|I-I'| for R = .64 and
R = .64 Bits/Pixel, MSE = .5% o =15

FIGURE 6. Coslne Transform Coding Examples with Uniform Quantizer

SPIE Vol 66 (1975} Efficient Transmission of Pictorial Information / 203

Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0



Approved For Release 2001/09/05 : CIA-RDP80B00829A001100060001-0

(a)

Reconstructed decoded (I') image for n = 16, Difference Image o|I-I'| for case R = L.t and
R = 1.4 Bits/Pixel, Gaussian Quantizer, a = 15
MSE = J17%

(c) (a)
Reconstructed decoded (I') image for adaptive Difference image a|I-I’| for adaptive case and
coder, n = 16, R = 1.55 Bite/Pixel, MSE = .08% a =15

FIGURE T. Comparison of Adaptive and Non-Adsptive Coders using Cosine Transform
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zone(z)

a | R J1]a]3]s]s 6|7]8|9llolllllgl13llu|15|16ll7 to 31
0.6kl 10j918 18 {6 DELETED

16 [ 1l.h 101918 (816 {u]lh]li3]s
2.6109886#4&33333333
4,61098864hu33333333 3
L.e81 101018 DELETED
2,6 110j9l8]81i6
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6.9 faojojelele|uu]ulsTs 5550515 1s

TABIE 1. Zope Bit Assignments for Experiment Bit Rates (R) and
Pertition Size (n),

TRANSFORM
COSINE SLANT HADAMARD

N R QUANTIZER | MSE MSE. | MSE MSE | MSE. | MsE MSE MSE_ MSE
6l Uniform o | wstol s | er| 657 | o3 | 60 | e (01l
L.h " .19 .17 .020 26 | .23 .03 .28 25 .03

N Y " 073 | o6 | Lop7 .0%6] 060 | .036 02 | 068 .03
b6 " .030 0 .030 L040] 0O .0hO .036 0 .036
6k Gaussien .55 She | Loo8 62 | 609 .011 .63 .618 .012

16 1.k i .17 155 | .01k 24 1 219 021 .25 231 .019
2,6 " 070 Oho | o1 09 | o062 .028 .088 L062 .26
b6 " .028 .0 028 .038] 0 .038 .035 0 ,035
1,28 Uniform U7 465 | Loos A9 | .43 .007 .50 493 . 007 -

8 2.6 " 123 112 011 .16 | 138 +OR2 .17 149 021
b3 " LOb7 023 | o2k .060{ ,030 .030 L061 .033 .028
6.9 " 2028 0 .028 .030] © .030 .028 0 028
1.28 Genssian 15 L6 | ook A6 | sk 006 L6 455 +005

8 2.6 " .10 092 | .008 11 | ,095 ,015 .10 ,109 ,011 7
b3 " .03 2018 | L0120 0401 .0p0O .020 038 020 .08 |
6.9 " .021 0 L021 .02l o .02l 022 0 022
1,55 Adsptive .080 046 | .03k

TABIFE, 2, Objecpiye Metries for Coder Eveluation Experiment
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CORRELATION
METRIC COEFFICIENT
MSE .73
MSE_ .75
MSE .86

&

TABLE 3. Objective MSE Metrics and thelr Correlation
with Subjective Image Ranking

Conclusions

The development of & vieble and general objective mesnsure of image quality is a difficult task. One
should try and identify the salient features of & particular image chain model and encorporate them in
some fashion into a particuler quality criterion well-suited and in harmony with the image and its intended
use. We have taken such & track in the development of a refined MSE error as it applies to the judgement
of imagery which has been transform coded. The noise introduced by coefflcient requantization (MSEq) has

been found to be a superior measure of quality than the traditional overall-MSE. It is hoped that future
work in this area will yleld still better metrics and aid in the efficient modelling of such data
transmission systems.
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A COMPARISON OF HARDWARE IMPLEMENTATIONS OF
THE HADAMARD TRANSFORM FOR REAL-TIME IMAGE CODING

Stephen C. Noble
Air Force Avionics Laboratory
Wright-Patterson Air Force Base, Ohio 45433

Abstract

Several different hardware configurations for implementing the Hadamard transform in
real-time are discussed. The discussion is referenced to a 64 point (8 x 8) transform
that is used in image coding for bandwidth reduction. A successive implementation of two
8 point transformations with intermediate random access memory using the straight forward
N2 computation is compared to implementations of the Fast Hadamard Transform (FHT). The
speed of computing transform coefficients is compared to the hardware requirements of the
various techniques. The relationship between computational speed and the resolution and
frame rate of television imagery that may be transform encoded using the different
methods is illustrated. It is shown that for picture element (pixel) rates up to 5 MHz
the N2 computation is the more economical to implement.

Introduction

Transform coding for the efficient transmission of images has been a subject of inter-
est in recent years. In a general article on the subject, Wintz (1) describes the com-
monly used procedure of subdividing the image into subpictures and then computing the
transform of the pixels in each subpicture separately. The subpicture size referred to
in this paper is 8 x 8 pixels.

The basis for the interest in transform coding is that, for a variety of transforms,
Picture information is concentrated into fewer transform coefficients than the pixel
amplitudes that are transformed. By efficiently assigning bits to the transform coeffi-
cients a substantial reduction in the number of bits over those required for conventional
bulse code modulation (PCM) of the pixels is obtained. Reductions from 6 bits/pixel PCM
to 1-2 bits/pixel (average over the subpicture) in the transform domain is typical.

0f the two-dimensional transforms, the Hadamard transform allows for the fastest im-
plementations in real-time.(2) Recent advances in charge coupled device (CCD) technolo%g
have made possible the use of the cosine transform at pixel rates in the 1-5 MHz range.
The differences in the mean square error performance of the various transforms when used
to encode images havin% exponential correlation statistics are in the range of .05% at
the .25% error level.(%) 1In choosing a transform for image coding the paramount question
is one of cost for the given speed requirements.

The Hadamard transform has been implemented in real-time(5) using TTL hardware in the
pipeline FHT configuration. For cases where a slightly lower resolution of 256 elements
per scan line or lower frame rates of 7.5 frames per second are acceptable, a combination
of two 8 point Hadamard transforms with intermediate random access memory (RAM) may be
used. This combination requires only two arithmetic accumulators.

The Hadamard Transform

The following discussion will address the 8 point Hadamard transform. Larger point
transforms are common, but for purposes of illustration the 8 point transform is easier
to use. Turthermore, there is evidence that there is no substantial improvement in per-
formance for the Hadamard transform for subpicture sizes greater than 8 x 8 pixels.

The 64 point two-dimensional transform may be obtained by cascading two 8 point trans-
forms.

The 8 point Hadamard transform is described by eight equations of the type shown in
equation (1), which is the sequency 5 Hadamard coefficient.

0 = P, -P, - P

5 0 1 2 * P

3-P4+P5+P6-P7 (1)

As can be seen, each Hadamard coefficient is generated by a combination of sums agd
differences of the eight pixel amplitudes. Equation (2) is the matrix operator(6 that
defines the addition and subtraction operations for all eight Hadamard coefficients.
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The only operations required to implement the Hadamard transform in hardware are addition/
subtraction and register shifts (multiplication/division by 2).

The Fast Hadamard Transform

The fast Hadamard transform takes advantage of intermediate results in the computation
of coefficients to reduce the total number of computations required. The implementation
is very similar to the fast Fourier transform which requires multiplication of complex
numbers to implement.

The Pipeline Implementation

Fig. 1 illustrates the pipeline implementation of the FHT. The dashed line input to
each arithmetic element designated with a minus sign (-) is the subtrahend input to t?e
indicated subtraction. The figure is organized in the perfect shuffle configuration. 6)
Each stage of the computation is interconnected in the same way. The speed of this method
is limited only by the speed of the arithmetic hardware used. Each symbol in Fig. 1
represents an arithmetic element together with a register. Arithmetic operation speeds
on the order of 25 ns are available using emitter coupled logic (ECL) 10,000 series
devices. TFor an 8 point transform this corresponds to a pixel transformat%o? rate
greater than 300 MHz. The system implemented at NASA-Ames Research Center(®) uses a
16 point pipeline Hadamard transform together with a multiplexed 4 point implementation
to achieve a 128 megapixel per second transformation rate. The system uses TTL hardware
operating at 125 ns for each arithmetic operation. 8uch speeds are required in special
applications where it is not possible to process pixels at a steady rate. That such
high speeds are not required may be made apparent by considering a 525 line 30 frame
per second video signal that has been digitized to 512 pixels per line. The pixel rate
is 512 x 525 x 30 = 8 MHz. Clearly, when it is feasible to buffer the videc data properly,
the number of arithmetic elements used may be traded against lower speed requirements.

The Iterative Implementation of the Perfect Shuffle

Since the interconnection pattern of the perfect shuffle is the same for all stages of
the computation, the hardware can be reduced to one stage by feeding the output back to
the input and cycling the operation 3 times. In general, the number of cycle times
required is log, N, where N is the number of points to be transformed. This cycling
operation is illustrated in Fig. 2 with a feedback loop to show that the output of each
arithmetic element is feed back tc the corresponding point above the element. Every
third operation new data is entered through the multiplexer (MUX). This configuration
operates at one third the rate of the pipeline system, but requires only eight arithmetic
elements. A pixel rate of 100 MHz can be achieved using ECL 10,000 series components.
Using low power, Schottky TTL pixel rates of 20 MHz can be maintained. Based on the
calculation in the preceeding paragraph, these speeds are still in excess of the 8 MHz
required. The main reason for using such high speed processing has been the difficulty
in fully buffering the pixel data. To transform 525 line interlaced video may require
a field storage with access to U lines of video data in each of two fields. Once the
required data is collected it is usually available at the 8 MHz rate from many outputs
simultaneously. In the case of a 64 point (8 x 8) transform a total of 8 inputs at
8 MHz would result since the output of eight scan lines would have to be processed
simultaneously. To avoid this requirement, eight lines of pixel data must be stored
and read out one subpicture at a time. TFor 512 pixels by 8 lines this amounts to 4K
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Fig., 1 Pipeline Implementation of the FHT

storage with a read-modify-write speed of 125 ns to meet the requirements for 30 frame
per second video. At 6 bits/pixel this amounts to 24 1K TTL RAM chips. In addition to
the chip count, these high speed RAMS will consume 15-20 watts of DC power.

An 8 Point FHT Using One Arithmetic Element

Except for the high speed memory requirement a single ECL arithmetic element could
perform the required 8 logs 8 = 2u4 additions and subtractions fast enough to transform
pixels at the required 8 MHz rate. At 25 ns for an addition operation the 24 operations
could be completed in 600 ns. This equates to 75 ns per pixel or a 13.3 MHz rate, which

! is more than adequate. Several very high speed ECL memories are required to manipulate
| the data to be operated on by the ECL arithmetic element. A possible sequence for that
manipulation was outlined by Pratt,(2)

An Economical Implementation for Low Frame Rates

The preceeding section discussed several implementations of the FHT that operate at
pixel rates in excess of 10 MHz. If the application is suitable for low frame rates
(7.5 frames per second or less) or lower resolution (256 x 256 pixels per frame), then a
simple implementation of a &4 peint (8 x 8) transform can be achieved in real-time.

Fig. 3 illustrates the use of two 8 point transforms using NZ = 6y computations each
and a RAM to process the video data.
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Circuit Operation

Video data in the form of pixels enters Ry1. After the accumulation of 8 pixels they
are loaded into Ry and recirculated in Ry 8 times at a rate 8 times faster than the
shift rate in Ry.  During each circulation of the 8 pixels the mode input to the
arithmetic logic unit (ALU) provides the proper sequence of add (+) and subtract (-)
instructions to the ALU to generate a Hadamard coefficient. At the end of each circula-
tion the Hadamard coefficient is transferred from the accumulator into the RAM. The RAM
is large enough to store 8 lines of transfopmed video data. This amounts to 4K words for
512 elements per line. The data is read from the RAM orthogonal to the orientation in
which the data was stored. This procedure generates the two-dimensional Hadamard trans-
form coefficients when the data from the RAM is processed through the second 8 point
transform circuit.

Speed of Operation

The primary limitation in the speed of operation of this circuit is the RAM. A read-
modify-write time of 500 ns will vesult in a 7.5 frame per second processing rate.
Schottky TTL or ECL logic will meet the 62 ns operating speed required to implement the
8 point transform at this speed (8 operations x 62 ns = 500 ns). For this lower speed
operation, less than 50 IC's are required to implement this two-dimensional Hadamard
transform. The use of ECL to build this unit would result in a pixel rate of greater
than 5 MHz. This would be 20 frames per second at a resolution of 500 x 500 pixels.

The use of higher speed RAM's (200 ns read-modify-write) would be necessary to build the
system. 4K RAM's are not generally available with this speed. An increase in the number
of RAM IC's from 8 to 24 would be required.

Coneclusions

Several methods of computing the Hadamard transform have been illustrated covering
a wide range of computational speeds. In particular, a combination of two 8 point
transformers using the straight forward N2 = 64 computation and a small RAM results in
an economical implementation when lower frame rates or resolution are adequate to meet
the requirement.
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A TEACHING STEREQ-VIDEO MICROSCOPE

James F. Butterfield, President
Dimensional Television Corporation
13720 Riverside Drive
Sherman Oaks, California 91423

Abstract

A new medical training instrument has been developed, which provides a means whereby microsurgery procedures
performed using an optical microscope can be viewed by any number of medical students. This is accomplished by
picking-up a television picture from the operating microscope and displaying the picture so the operation can be gseen
"ive" on TV monitors at remote locations. Also the picture can be recorded on video tape for later playback for med-
ical teaching purposes, This instrument has the principal advantage over other teaching means of microsurgery in that
it can provide a three dimensional color picture so that the student sees the same view the surgeon saw as he perform-
ed the operation.

Background

In recent years an increasing number of surgeons have been using optical stereo microscopes to view small areas
of the body so that they can perform microsurgical techniques. Such surgical microscopes are used in the fields of
ophthalmology, otolaryngology, neurosurgery and plastic surgery to name a few, However, medical schools and indi-
vidual surgeons have had difficulty in teaching medical students their techniques and in keeping up with new techniques
developed by others, This problem is occasioned by the fact that such surgery is performed in a small area and usu-
ally has to be viewed with magnifications of up to 20x. It is, therefore, difficult for a group of students to gather
around the patient and attempt fo see the same area of the body the surgeon is viewing, The only exception to this is an
assistant's microscope trained on the area, which allows one person at a time to see an oblique view,

Surgeons some years ago drew illustrations of surgery and used these as visual teaching aids. More recently still
and motion picture cameras have been trained directly on the area of operation or have been attached with beam split-
ters to operating microscopes. These photographic means have certain disadvantages, Except in the case of Polaroid®
photos, the picture is not immediately available as development and printing usually take several days. When the pic~
ture is viewed it is sometimes out of focus or some other technical problem occurred, making the photograph or film
not ugeable. Also there is no way for others to see this picture simultaneously with the operation and it must be view-
ed at a special meeting set up some days later, Finally, these methods provide a picture in only two dimensions and
not three dimensional as the surgeon sees with his own two eyes directly or through the stereo optical microscope,
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The author and his associates have been active in the fields of video microscopy and three dimensional television
(1 thru 6). A recent paper on the development of a surgical video microscope deseribes an instrument which produces
a high resolution stereoscopic color television picture so that the surgeon can actually operate by looking at a televi-
sion display, This equipment was designed in coordination with and named in honor of Dr. John P, Beale, Jr, of the
San Francisco Eye Institute, With such equipment the picture must be three dimensional for the surgeon to perform
delicate operations, such as cutting and sewing. The surgical video microscope has the advantage over an optical
microscope of permitting the surgeon considerable head movement (7),

Description

The illustration shows the various components of a Teaching Video Microscope, The Slit Lamp direets its light on
the patient and the light is in turn reflected up through the Objective Lens and Zoom Tubes of the optical microscope,
The eyepiece housing has been separated from the objective lens housing and a Stereo Beam Splitter inserted therein.
This transmits half of the light of each image of the stereo-pair up through the Eyepieces and the other half of the light
of each image is transmitted horizontally to a Television Camera, The left and right eye images are focused side-by-
side on the pickup tubes of the miniaturized color television camera, The two images are displayed side-by-side on a
color Television Monitor in a Display Console for 'real time" viewing and on classroom TV monifors.

The classroom TV monitors have a Stereo-Screen positioned in front of them, This consists on each half of polar-
izing filters oriented at right angles to each other, The students wear Stereo-Glasses, which include corresponding
polarizing filters in front of each eye that insure the proper image is channeled to the appropriate eye. The Stereo-
Glasses also include prism wedges, which cause the images to appear superimposed, Attached to the Display Console
monitor is a hinged Stereo-Hood, which consists of an enclosure holding a large pair of Stereo-Glasses. In this case,
only individual viewing is possible but the viewer can wear regular corrective glasses and turn away and make notes
and look back at the image without the necessity of removing the special Stereo-Glasses. The Display Console also
contains a conventional Video Tape Recorder, which is connected into the circuit. This VIR records the two side-by-
gide pictures and plays them back for stereo viewing on the classroom monitors,

Advantages

The Teaching Video Microscope has several valuable advantages, This is the only means whereby a group of
students can see the operation in exactly the same manner as the surgeon does in 3D and color, This viewing can take
place simultaneously with the operation or a video tape may be made for later instruction or analysis purposes, The
video tape can be edited into a quality educational tape, which may be distributed through medical television network
channels,

As the operation is being performed other members of the surgical team can follow the progress of the operation
on two dimensional or three dimensional television monitors and thereby be more proficient in aiding the surgeon, Al-
so, other surgeons can follow the progress of the operation from remote areas without having to scrub and suit up,
They see the same picture that the surgeon does and hear his comments, Since the tapes are conventionally recorded
and played back, this permits easy distribution for medical training purposes in teaching hospitals, research organi-
zations, or for viewing by the doctor in his office or home, The equipment required is that of a conventional video
tape recorder and monitor, If the viewing is to be in 3D then a Stereo-Screen and Stereo-Glasses or a Stereo-Hood is
necessary, The Hood can be removed or swung up out of the way during two dimensional viewing,

Specialized Teaching Video Microscopes can use "false-color' coding, wherein a black-and-white television pic~
ture is picked up and electronically processed so that the different levels of gray provide many shades of color on a
color TV monitor, The "false-color" picture is similar to microscopic "staining' and conveys more visual informa-
tion to the eye than a black-and-white and gray picture, Another possibility is to use electronic polarity reversing so
that the picture is seen in its normal shades of black~and-white and then at the touch of a switch the blacks are re-
versed to white, Sometimes rapid polarity reversing by the surgeon brings out features not seen in a normal manner.
Television pickup tubes are now available, which are sensitive to a wide range of the electromagnetic spectrum, For
example, there are tubes sensitive to infrared or ultraviolet and these may be used so that heretofore unobservable
features can be seen by the surgeon and student. Finally, low light level pickup tubes can be employed for conditions
where the intense illumination of a slit lamp would be damaging to the tissues.

Microscopes are following the evolution that has occurred in other fields in that optical instruments, such as
motion pictures, are being supplemented and replaced by electronic instruments, such as television, The electronic
picture of the Teaching Video Microscope can be stored in a computer, processed and displayed, Electronic enhance-
ment can bring out features not decernable optically.

Conclusion

In the past the surgeon has been extremely limited in his ability to visually communicate information regarding
operational techniques on small areas of the body, Now television has revolutionized this by converting the optical
picture into an electronic picture, which can be sent down a cable, through the air, and recorded on magnetic tape to
be seen now or at a later time. The Teaching Video Microscope can provide a three dimensional color television dis-
play of surgical procedures so that the student sees essentially the same picture that the surgeon saw during the tine
he performed the operation.
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PICTORIAL INFORMATION TRANSMISSION THROUGH SIMULATION

Robert T. P. Wang
Honeywell
Marine Systems Division California Center
West Covina, California 91790

Abstract

In an age when man is inundated with information, his natural ability to selectively assimilate the data presented
to him has become an indispensible tool for survival, By the same token, man's visual perception limitations have
been used to reduce the amount of data needed to reproduce pictorial information designed for his consumption,

A comparative study of two divergent approaches to the problem of providing an optimum amount of video in-
formation to a human viewer is discussed. Video communication systems exemplify one area where the approach
consists of reducing the data from real world scenes by video data compression algorithms. The opposite approach
is found in visual simulators where scenes are constructed synthetically to approach real world realism by adding
cues to the basic structure of the digital image representation used, Such simulators are used in groundbased trainers
designed to reduce the cost of training operators of expensive equipment. In both situations there is a need to provide
realistic video to a human observer. In the quest for optimum pictorial information transmission, simulated scenes
are shown to provide some rather unusual, hitherto unexplored, insights and alternatives,

1. 0 Introduction

Communicating through visual imagery has received considerable attention in two rather diverse fields of
application -- the efficlent transmission of video information over digital communication channels, and the means of
providing the visual stimuli needs of groundbased operator trainers. In both cases, a realistic real-time image
reconstructed from a minimum number of information bits is desired,

Video data compression beging with an analog image that is sampled, and digitally coded, The resulting bits are
then acted upon by algorithms that use a priori knowledge of the local structure of the pictures in time and space,
Some processing algorithms also use visual perception properties of the human eye. The result of such processing is
a minimal set of data that can be used by its matching receiver to produce a subjectively pleasing picture to the
viewer. In this way the required channel bandwidth can be reduced,

Visual imagery displays in simulation trainers are used to provide a sense of realism to the trainees., The
simulator must respond to physical inputs just as the operational equipment would with sufficient detail and resolution
to supply all the necessary visual cues to the student, Since the imagery is gimulated, the "world" which forms the
"gource" of the imagery must be stored within the simulator as a data base. Using the stored data and the geometry
of the scenario, the proper projection of the light rays is computed to provide the desired image., To produce a real-
time system, a study to determine the minimum information needed to provide realistic, real-time visual imagery
must be undertaken, Therefore, the approach used to simulate visual imagery for a trainer is discussed. Beginning
with basic line drawings, factors that add realism to the simulated image are progressively introduced until an image
is obtained.

The approaches used to provide a "realistic" or visually pleasing image for digital video data communication
systems appears to be diametrically opposed to the approach used in simulation trainers, However, since the goals
of both endeavours are ultimately the same, it is important to both fields that the approaches used by one another be
understood. Such a cross fertilization of ideas will result in better techniques for both,

The fundamentals of data compression and simulation trainers are outlined in the next two sections followed by a
summary of salient principles used. By applying the underlying principles from one field to the other, it is shown
that new directions emerge in both endeavors that will potentially aid the advancement of each, A discussion of these
methods is given in Section Four,

2. 0 Fundamentals Of Video Data Compression

The generic open-loop video data communication S_\’i o_J L1 ! J Es LE
system is shown in Figure 2-1, ‘%_ﬂ_‘—miﬂﬁk

The basic nature of the source signal and the per- Dec Ds v
ception properties of the human eye play key roles in the RECEIVER DISPLAY
development of any video data compression gystem. For § = Signal Source
completeness, the underlying nature of both the source O = Optical Imager (Camera Optics)
and the viewer are reviewed in the following two sub- I .z E""‘Sd”‘e’ [Vidicon)

. s = Sourca Encoder (Data Compressor)
sections. E. = Channel Encoder (Error Coding and Modulation)
D¢ = Channel Decoder

2.1 The Source {Error detection and correction and Demodulation)

Ds = Source Decoder
Data Decompressor/Image Reconstruction)
The data source is derived from scanning a TV = Image Display
projection of the visible world onto a two-dimensional Fig, 2-1, Video Communication System
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plane*, The projected data display spatial and temporal properties that can be exploited to reduce signalling
rates,

Estournet [1969] showed the video source to be a non-stationary stochastic process, Clustering of iso-intensity
picture elements (pixels), forming a source parameter that obey certain area distributions, was studied by Nishikawa,
et al [1965]. Both of these properties are inherent in pictures and were used in the development of a generalized
structural model of the source [Wang, 1972]. In addition to these characteristics, it is known that intensity variations
form patterns in the spatial domain that cover non-trivial areas. Thus, correlation between spatially distinct pixels
can persist even over large spatial distances [Wang, 1975].

Time sampling of the video source results in a series of frames, ** Within the time span between two suc-
cessive frames, the amount of motion that produces changes between the two frames is minimal. This results in

considerable temporal redundancy.

2.2 The Viewer

The human visual system can be grossly partitioned into four major components. Consider Figure 2-2. The
optical system images the ''real world" onto a screen called the retina, Transducers (rods and cones) on the retina
sample and convert the image into electrical impulses that are transmitted along neurons to the brain, It is at the
transducer juncture that man's knowledge becomes extremely dim, Considerable processing is thought to occur
between the rods and cones and the optic nerve, This is based on the fact that the number of individual fibres in the
optic nerve accounts for only 1% of the total number of sensor elements in the retina [Merchant, 1965], It is further
conjectured that processing might even occur along the optic nerve itself,

Rods and cones are unevenly distributed on the retina, A high density of sensors concentrate around the fovea
and drop off rapidly on either side as shown in Figure 2-3. This sampling configuration results in spatial band-
limitedness that changes with the distance an object lies off the optical axis of the eye.

S— O T P B CONES NASAL SIDE

O = Physical Optics (Eyeball)
T = Sampler/Transducer (Retina)

NUMBER/mm? 10
w

P = Preprocessor/Transmission Line (Neural Network) L -______ e
B = Memory /Processor (Brains) 090 % B 0 0w w
C = Feedback Motor Controls (Eye Muscles) ANGULAR SEPARATION FROM FOVEA (DEG]
S-= Signal Source (Light from the field of view)
Fig. 2-2, Simplified Block Diagram of the Human Fig. 2-3, Distribution of Rods and Cones on the Retina,

Visual System.

The human eye is very sensitive to sudden changes that are connected in space to form edges. However, a
pattern of edges that form a spatial structure will produce an averaging that makes the eye relatively insensitive to
noise having a matching pattern. These phenomena have been modelled by a cross~coupling neural net that produces
laternal inhibition [Cornsweet, 1971]. This model also explains the high sensitivity of the eye to motion, noise in
low activity regions of a picture and, an insensitivity to noise along edges in a picture.

In the temporal domain, bandlimitedness is manifested through the well known phenomenon of ""persistence of
vision". Persistence of vision has been the basis for motion in movies and television for many years, allowing
movement to be captured in time samples of the pictorial data,

Finally, the eye is responsive to a tri-stimulus color system and becomes progressively color blind as the
spatial size of a colored object diminishes. This fact was used in the design of the NTSC standard where high spatial
frequencies are represented by the luminance signal alone, A further experimental fact concerning colored imagery
is that the eye is more tolerant of luminance noise and error when color is present.

The factors discussed in the previous two sections will be used to support the reasons underlying the various
video data compression techniques that have been developed through the years,

2,3 Basic Compression Approaches

2,3.1 Overview. Data compression algorithms initially concentrated on the characteristics of pictures, but
later expanded to include the properties of human visual perception.

* The visible world is assumed to include imagery that is not necessarily visible to the naked eye, but which can be

made visible via various processing means.
** American NTSC standard frame repetition rate is 30 frames per second.
T It has been shown that camera pan and rapid scene changes do oceur, and that frame-to-frame redundancies are

not as extensive as earlier expected.
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Predominant among early techniques were those that used iso-intensity pixel clustering or '"redundancy"” in the
gpatial domain*., As memories or storage devices became economically reasonable, frame-to-frame redundancies
wore explored to provide further savings.

Context-dependent noise sensitivity of human visual perception was first explored through non-linear quantization
of difference signals, Such perception-matched noise digtribution was finally carried into the two-dimensional
transform-domain, Algorithms tailored to visual perception properties were later extended into the temporal domain
through motion dependent spatial coding. A controversy still rages as to whether the "inability" of the eye to perceive
high spatial structure in moving objects is truly a characteristic of visual perception. Some researchers feel that the
phenomenon, presently adopted as a visual perception trait, is actually induced by long hours of viewing television,
whose cathode ray tube introduces lags due to phosphor and electron beam characteristics,

2. 3.2 Redundancy Removal Techniques, Given that X1, X9, +++ 5 Xp denotes a string of n pixel values sampled
from a picture through & raster scan, the two basic options available to the designer are depicted in Figure 2-4,

2.3.2.1 Interpolator, An interpolator forms a
function f(t:m, n) through two preselected pixels X, Xps
m . fd where X, 18 some pixel defining the initial value g}? the
function and X, the latest value of that function, A term-
by-term error analysis is then conducted, where

- H = <
Xt fm(t.m, n) ey m < t<n 2.1)

is evaluated and tested against an error bound e, If any
e¢> e, then the values X, _ and Xn are both trahsmitted to
the receiver as the termina]1 value of the previous inter-
polation interval and the start of a new interpolation inter-

P S A S .« v« .. ., val respectively, The process is then repeated for the

ta) INTERPOLATOR ¢ () PREDICTOR t next series of pixels that obey function f,_7(t:m, n), where
the subscript denotes the starting location of the function,
X * SAMPLE TRANSMITTED TO RECEIVER In this way, the picture is described by a series of

functions {fm, £ - } .

2.3.2, 2 Predictor, A similar breaking-up of the
picture into a series of functions is accomplished by
Fig. 2-4. Redundancy Removal Algorithms, prediction, In this algorithm, a function of the previous

g pixel values are used to predict the value of the latest sample, Mathematically,

AN
X =K goeeen X o) @.2)

1f ey is the error bound for the system and

[%0- Rl <o, 2.9

A
then the sampled value X, or the difference gignal X, - X, s sent to the receiver. At the receiver, the new value

A A
X,y or the difference signal X, - X added to X, 1 1s used as the value of the new pixel in the picture, The differ-
ence manifestation of predictive co&ling has been proposed in many forms, variously known as Delta Modulation and
Differential Pulse Code Modulation (DPCM), with each having many variations to the basic theme. By non-linearly

quantizing the step size Xj - ﬁn’ the quantizing noise energy can be distributed in a manner that is innocuous to the
eye.

A point worthy of note is that the previous pixels chosen to calculate Qn is not restricted in any way, giving rise
to successful predictors that use both two- and three-dimensional redundancy features of the video source.

2. 8.3 Context Dependent Noise Shaping, Congiderable redundancy is removed by converting the set of samples

{Xn, X - .} to a set of difference signals {Yn, Y e .} where

Y=X1-X isn 2.4

i -1
By using a non-linear quentizer of the type shown in Figure 2-5, large quantization errors are relegated to edge
regions while small errors occur in large reglons of slowly varying intensity. This matches the error sensitivities
of the eye, giving a subjectively pleasing picture.

Conjecturing that the eye cannot percelve very fine structural detail due to the spatial bandlimitedness of the
eye, Landau and Slepian [1971] proposed a transform-domain quantization algorithm that uses this concept.

¥ Tor all reference material in this section sce the extensive bibliography by William K. Pratt [1973].
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iy A picture is divided into a set of 4x4 subpictures,
[f(x,¥)]. The two-dimensional Hadamard transform
[Andrews, 1970] of each subpicture is computed

44 —_—

(Fe x5, u, 9] = [H (u,v)] [ 5] [H @ v)]

By quantizing the Hadamard coefficients in a progressively
coarser manner as the sequency of the corresponding vec-
tor increases, finer structures reproduce with greater
error than coarser structures, Compression is achieved
ein by the net lower number of bits required to represent the
higher sequency vector coefficients. It is interesting to
note that both the DPCM and the Landau and Slepian algo-
rithm produce good quality pictures at 3-bits per pixel,

(2. 5)

Y

-€3 “€) “€g—t-1 € €

Finally, variable resolution algorithms have also
been proposed. In these algorithms, regions detected to be
in motion are reproduced at subresolution rates while still
regions are reproduced with full resolution,

- 1

Fig, 2-5, 3-Bit Non-Linear DPCM Quantizer
Transfer Function

2.4 Summary
The principal features exploited by video data compression algorithms are:

A, Picture Structure
1, Pels with like intensities cluster to form finite sized areas - existence of spatial correlation
2, Spatial redundancies can be represented in terms of a patch work of low-order functions
3. Frame-to-frame correlation of individual pixels

B. Vigual Perception Properties

Sensitive to noise in low detail areas

Sensitive to nolse with structure counter to pictorial structure

Insensitive to random noise or structured noise whose structure matches that of the image

Spatially and temporally bandlimited

Responds to tri-stimulus color

Color sensitivity is image area dependent

Sop oo

3. 0 Fundamentals Of Visual Simulation

3.1 The Trainer Scenario

The visual system requirements for an aiveraft pilot trainer will be used to illustrate the general constraints
imposed by trainers as well as the basic methodology of this field of application,

A typical scenario for an aircraft pilot trainer is shown in Figure 3-1. The operational condition simulated is
an aircraft flying over some terrain with Radar and other imaging devices such as TV and FLIR (Forward Looking
Infra-red) available to the pilot. In order to provide realistic simulated images on the groundbased trainer's displays,
many components of the physical world that affect the image must be modelled.

TECHNICAL IMPLICATIONS

Fig, 3-1.

Groundbased Trainers.

MATHEMATICAL
MODEL OF
SENSOR/DISPLAY

MATHEMATICAL
MODEL OF
PHYSICAL PROCESSES

SAMPLE AND
REPRESENTATION
OF BASIC DATA

VEHICLE

SIMULATOR

INSTRUCTOR

GROUND-BASED TRAINERS

LAND FASS

Fig. 3-2. Modelling.

SAMPLE,
DIGITIZE,
PROCESS,
COMPRESS
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Restricting this discussion to visual simulation, consider Figure 3-2, Data on the terrain flown over must be
available and properly referenced with respect to the physical location of the aircraft, This data is typically stored in
mass memory to constitute the hasic data base, In the '"real world", light reflected from the landmass and the objects
on it are collected by an optical device to form images, The simulator models the characteristics of the optics and the
sensor used in the operational system to include the effects of the equipment on the displayed image. The effects of
secondary factors such as weather condition and light sources (e. g., the sun, celestial bodies and artificial lighting on
the ground) are also modelled, Finally, since the pilot "flies" the trainer, the aerodynamics of the aircraft must be
simulated to realistically respond to the pilot's command, The result of changing the aircraft's altitude and flight
conditions must be reflected in the visual image displayed on the monitors and the instruments in the trainer. In many
complex trainers, the mock-up cockpit is physically moved to simulate proper physical sensations, Figure 3-3 shows
how the major building blocks of a simulation trainer interact with one another, The instructor usually has the ability
to control the scenario in various ways and to continually monitor the student's performance. Problem initialization,
malfunction and weather condition insertion are but a few of the ways in which the instructor can control training
conditions,

THE MOST PROMISING APPROACH: Using the above trainer configuration, it is now pos-
REAL-TIME DIGITAL SIMULATOR sible to discuss the congtraints flight trainers place on
visual image simulation,
DIGITAL |t VEHICLETARGET KG——"">1  INSTRUCTOR'S
DATA SIMULATOR CONSOLE 3. 2 Trainer System Constraints
BASE
As a basis for comparison, consider the side-by-side
photographs in Figure 3-4 of a Radar display over the
Seattle, Washington area at two different aircraft altitudes.
Figure 3-4a shows the radar display at an altitude of
SENSOR 30, 000 ft. The three-dimensional nature of the simulation
SR e becomes evident when the "shadows' of Figure 3-4a are
- = compared with that in Figure 3-4b which is a simulation of
- the same aircraft flying over the same geographic location,
R 16D MOTION but at 7, 000 ft. In the second display, the STC (Sensitivity
- EASE OF DATA BASE EXPANS ION AND/OR MODIFICATION Time Control) is adjusted to eliminate blooming.
The simulation system* that produced the pictures in
Fig. 3-3. Block Diagram of Trainer Systems Figure 3-4 has the ability to fly over the complete

Fig, 3-4, Simulated Radar Over Seattle, Washington,

continental United States at speéds up to Mach 2, The data base which carries elevation data at 250-ft intervals along
with reflectance and other data, contains 7 x 109 bite, With the Radar's given pulse repetition rates, a new piece of
data is calculated every 900 nanoseconds, It is known that this system* is presently near the limits of the state-of-
the-art. It is known that to provide visual data for a TV system, new data must be available at 125 nanosecond-
intervals, Furthermore, given a zooming capability, resolutions of as low as a few inches will be required at high
information content regions,

* The system referred to ig the Honeywell developed Undergraduate Navigator Training System (UNTS),
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It is obvious that full visual resolution for trainers is not possible with CGI (Computer Generated Imagery) sys-
tems today, What then must be provided in the imagery for the student to benefit from the imagery presented? This
problem is addressed through a discussion of simulation techniques.

3. 8 Introducing Realism to Simulated Visual Imagery

Perspective projections of objects onto a two-dimensional plane forms the underlying process in any image sim-
ulation problem. Figure 3-5 depicts the geometries involved in the projection operation,

VIEWER

SCREEN

Fig. 3-5. DPerspective Geometry

The simplest object representation consists of
gtraightline sections that build-up the outline of an ob-
ject. By solving the geometry of the problem, a trans-
parent stick figure is projected onto the image plane.
Assuming that all regions enclosed by a set of connected
straight lines are an opaque plane, then algorithms can
be constructed to eliminate "hidden lines' from the pro-
jection to produce a "solid" figure. Although the set of
objects can be described by curved lines, it is computa-
tionally expedient to use straightline segments, To
describe a curved line, therefore, requires the length of
each approximating segment to be progressively reduced
until it is beyond the resolving ability of the eye to per-
ceive the elementary segments.

Consider the picture in Figure 3-6. Note that as
one progresses from the line drawing of Figure 3-6a to
the final version of Figure 3-6d, the picture becomes
progressively realistic, or "life-like". The first step of
this process is to add flat grey coloring to introduce
body. Then, by progressively adding finer shading,
curved surfaces and general lighting effects can be

(o

Fig. 3-6. d

simulated. By adding highlights, the effect of reflections from point light sources such as the sun and artificial light-
ing is introduced, Finally, by breaking up the straight edges, the picture becomes less stylized, Concurrent with
these steps is the addition of background structure to produce the effect of low resolution data caused by relative

distances.
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Although it is possible to introduce all of the embellishments just discussed to produce a realistic picture, the
required processing is time consuming. Thevrefore, new techniques are needed to produce more realistic simulated
imagery in real time.

3. 3 Summary
Generating simulated imagery usually follows this pattern:

1. Data base contains line-segment descriptions of the objects in the "world"

2. Objects in the data base are projected onto & two-dimensional plane in perspective subject to the geometry
of the scenario

3. Geometry calculations are performed to
a, Eliminate hidden lines (and objects)
b. Determine shadowing, shading and highlighting

4, Introduce shadowing, shading and highlighting in accordance to the calculations in (3.)

5, Introduce noise to soften edges and grey level quantization noise.

A final note is that color information is usually contained in the data base. All color calculations can then be
carried from the beginning.

4, 0 Video Data Compression Via Simulation

4,1 Comparing Video Data Compression and Simulation Techniques

To date, data compression algorithms have operated on the premise that all operations must be based completely
on the input waveform of the video signal without investigating the causes of the waveform received, Simulators, on
the other hand, begin with a knowledge of the layout of the world" to be simulated, and then proper signals are gen-
erated to produce the desired image on the display, In both instances the ultimate user is the human viewer, so the
resulting imagery need only satisfy the subjective requirements of the human eye.

A tabulation of signal processing techniques used in the two fields of development under discussion is given in
Table 4-1, The first six functions described are used to produce more subjectively pleasing pictures. Although some
techniques can be used by both applications, they are not due to differences in the basic approach, In particular, there
are presently no data compression techniques that extract the geometry of the scenario to predict such effects as shad-
ing, high-lighting and general structure of detail in a picture, By the same token, well known techniques for shaping
quantization noise to contextual information to produce a subjectively pleasing picture has not been investigated in
gimulated imagery studies. As a start on the road to the cross-fertilization of the two areas of study, the need for a
new data compression algorithm that uses some visual simulation techniques is proposed to stimulate thinking in this

direction,
I Table 4-1, I
Data Compression Simulation
Function Used Example Used Example

o Randomizing v’ | Dithering v~ | Addition of noise
e Error shaping

a) Edge v~ |DPCM

b) Structure v’ |Transform coding
¢ Shading v~ | Linear fill-in
e Iighlighting w~ | Problem geometry
e Edge emphasis v~ |High pass filtering
e Context dependent resolution + | Transform coding, motion coding
e Synthetic structure + | Pattern fill-in
e Predicting structure effects +” | Problem scenario/geometric cal-

culations

e Memory or past history effects v | Problem scenario
o Frame-to-frame processing v* |Frame-to-frame encoding
e Correlation v |Predictors

4,2 A Data Compression Algorithm Using Simulation Techniques

The most important element in simulation systems that can be transferred to video data compression systems is
the idea of using the geometry of the scenario to achieve video data compression, This idea will be used to explore
the following new data compression algorithm,

Among the measurable variables in a given scenario are the locations of the illuminators and the camera, and
the magnification (zoom) used in the imaging optics. Define a coordinate system whose origin is at the camera loca-
tion and one of the axes coinciding with the principal optical axis of the camera, Such a coordinate system converts
all linear distances on the image screen to an angular subtend as shown in Figure 4-1,

Trom the geometry of the problem, the measured subtends and size of shadows and objects in the picture, itis
possible to build an estimate of the three~dimensional characteristics of the objects in the field-of-view. Once such
an estimate is obtained, subsequent frames of a sequence of pictures generated by a given scene can be predicted
through simulation calculations, When the predicted values differ from the projected image in the camera, the
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difference is transmitted to the receiver and the data~base
DIRECTION OF adjusted to correct for error, Changes in the direction and
ILLUMINATION \ location of the camera then forms an important part of the
\ data that must be sent to the receiver. When long series
\ \ of pictures are to be taken such as in ERTS (Earth Re-
sources Technology Satellite) and deep space applications,
the use of simulation techniques becomes very attractive,
The method amounts to a series of processes that begin
with pattern recognition, followed by geometric modelling
and then finally predictive coding. The algorithms is
e presently under study and the details will be discussed in
% OBJECT subsequent papers. The method is discussed to illustrate

one attempt at bridging the two fields, By using one's

imagination, it is easy to see how other techniques from
PROLJEE,fST'ON OFTICAL AXIS one field might be used.to enrich the state-of-the-art of
the other.

SCREEN
Fig, 4-1,
5. 0 Conclusions

Techniques used to provide subjectively pleasing visual imagery for video data compression algorithms and vis-
ual simulation for groundbased trainers were discussed, By comparing the methods used in these two fields, it is
evident that under certain conditions, some of the methods used in one can be transferred to the other.

Although the example chosen to illustrate the cross—fertilization possibilities addresses the video data com-
pression problem, it is quite evident from Table 4-1 that the reverse operation would be fruitful too. In fact, a study
of Table 4-1 reveals many areas that could be explored for new algorithms,
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THREE DIMENSIONAL PERCEPTION PRODUCED BY
TWO 2 DIMENSIONAL GEOMETRIC PATTERNS PRESENTED
WITH BRIEF EXPOSURE TIMES AND TIME INTERVALS

Kiyoe Mizusawa
The Pennsylvanla State University
Erie, Pennsylvania 16510

Abstract

Thils paper examilnes the three dimensional perception of human subjJects who observe
two 2 dimensional geometric patterns at brief exposure times and time intervals without
the aild of a stereoscope. In general, presenting two 2 dimensional geometric patterns
at the proper spacing, exposure times, and time intervals produces two dimensional move-
ment perception in human observers., The observer sees a set of patterns moving in a
lateral direction, from 1ts first location to 1ts second. The lateral two dimensional
movement perception occurs over a wide range of exposure times and time intervals of
stimulus patterns. Some geometric patterns presented at certain limited exposure times
and time intervals, however, produce three dimensional patterns. The present research
investigates the range of the conditlons necessary for producing three dimensional
pattern recognitlons while presenting two dimensional patterns. The research may provide
an understanding of human pattern recoghition processes and ald in improving man-machine
systems.

Introduction

The production of three dimensional as well as two dimensional movement patterns
depends upon such physlcal varilables as exposure times of stimuli, Xl; time interval
between stimull, X,; intensity of stimull, X,; and distance between stimulil, Xy. The
present research investigates the optimum conditions for producing the perception of
three dimenslional movement relative to the perception of two dimensional movement,
specifically to find the interrelationships among four variables. The determination of
the optimum conditions 1s made by a least square method.

Experiments

Equipment

The apparatus used to project geometrilc patterns was a light generator consisting of a
combination of an electric pulse generator, electric switches, and light signal
sources (1). Stimulus patterns used were a palr of 10 cm lines shown in Figure 1; a set
of 3 dots and a set of U dots, in Figure 2; a palr of 30 degree open triangles with 10 cm
sides, in Flg. 3; a palr of 90 degree open triangles with 10 em sides, in Figure 4; a
pair of half circles with 10 cm diameters, in Figure 5; and a pair of 10 cm diamonds, in
Filgure 6. These figures were projected on a screen at the eye level of the observer with
speclally modified proJectors. The distance between two stimulus patterns, X, were
varied 2, 5, 8, 11 and 15 centimeters. The observation distance was kept at 180 centi-
meters.

Procedures

Five volunteer subjects from the Introductory Psychology Course served for the experi-
ments. They were pald $2.50 per hour. TFifteen measurements for each exposure time were
taken with each subJect. Each subject served five different distance variables, 2, 5, 8,
11 and 15 centimeters.

During the experliment each of the four variables Xl’ X, X3 and X) were varied at
increment values. These 1ncrement values are designated with the following notatilon:

X = {Xl(l), Xl(e),...,xl(J),...,Xl(Nl)}
Xy = {x2(1>, x2(2),...,xz(J),...,xg(Nz)}
= (1) (2) (3) (N3)
xg =%, 13,k
X, = {x4(1>, xu(z),...,xu(J),...,xu(Nu)} (1)

In the above notation, X1 is set at values of 10, 30, 60, 90, 150 and 210 milliseconds.
Then, %, (1) = 10, %) = 30, x,(3) = 60, x; (M) = 90, x,(5) = 150, anda x;(6) = 210, 1mhe
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frequency of responses with which variable X2 (time interval between stimuli) was chosen
by subjJects to be "Optimum" in producing perception of three dimensional as well as two
dimensional movement was obtalned in the experiment while X> was at 1ts Jth increment

value (X% = Xz(J)) and X;, X 3s and X% are at their Lth MPh and Nth increment values
(X = X3 L), and X4 = Xy N)

Experiments were conducted in which variables Xy, X3 and X, remalned constant at their

first, second, and tenth increment values, respectively. That 1s, Xy = Xl( ), X3 =X (2),
Xy = Xy = Xu(lo) were kept constant. For example, each subject was required to choose

the XZ(J), J=1,2, 3, ....10, which he perceived as the optimum three dimensional and

two dimensional stimulus patterns. Each subject was required to make ten consecutive
Judgments for each condiltion before belng tested with the next stimulus patterns. Re-
sponse frequencies (f) of five subjects were summarized with respect to the best move-

ment perception in the first seriles of experiments. Under Xl( ) condltion, 11 responses

out of 75 responses made by the five subjects were considered "best." Under Xi 3) con-
dition, 45 responses made by the five subjlects were considered "best." Under Xl(”) con-
dition, 19 responses made by the filve subjJects were considered "best." Then the

responses were defined as follows:

£(1,2,100{ 5, (2 V= 11
£(1,2,10) X1(3) }= 45

4
f(1,2,1o){Xl( Y21
and f(1,2,10){xl(J) =0 forJ =1, 5, and 6. (2)
The notation f(l,2,10) {XI(J)} indicates the frequency of the responses Jjudged "best" for
each J, J = 1, 2, 3....6, under the condltions mentioned above.

Sample means of total number of data points were computed by the following definition:
N

1
ZX (3) f(L,M,N){X (J)}
1 1

U(L,M,N) - d9=1
Ny

Z“ £ (LM, N) x, (9)

J=1

(3)

Results and Discussion

The sample means for the optimum two dimensional and three dimensional movement percep-
tions were summarized in the graph of Flgure 7. Each curve in the graph expresses the
values of the two dimensional and three dimensional perceptlons occurring when the dis-
tance between patterns, X, is varied 2, 5, 8, 11 and 15 centimeters. The perceptions of
three dimensional movement occurred in the limited ranges which are indicated by dotted
square lines 1n Figure 7.

In Figure 7, the sample means for the optimum level of two dimensional movement per-
ception are expressed by two famlly curves: the distances between two patterns, 2 cm and
5 cm, 1ndlcate polynomlal functions and the distances between patterns, 8, 11, and 15 cm,
tend to Indicate rational functions. In general, when the times between patterns are
varied from 70 to 710 milliseconds for all the distance conditions, the optimum two
dimensional movement perception occurs when the average exposure time, u, 1s somewhere
between 20 and 100 milliseconds. The three dimensional movement perception, however,
occurs in the range of exposure time, X,, somewhere between 3 ms to 82 ms, and time
interval, X,, somewhere between 4 ms to 200 ms as shown in Figure 7. The detail analyses

of the results will appear in a future paper.

In Figures 3, 4, 5, and 6, the left hand side indicates the two 2 dimensional stimulus
patterns; the right hand side indicates the percelved patterns of two and three dimen-
sional movement when the distance between two stimulus patterns are varied 2, 5, and 8
centlmeters; the top pattern 1s percelved when the distance between two stimulus patterns
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are kept 2 cm; the middle pattern, 5 ecm, and the bottom pattern, 8 em,

Figure 1. Stimulus Patterns

Figure 2
S1
S1 52 52
. .
. Iy °
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The perceptlon of three dimensional movement reported by subjJects exposed to the
varlous stimulus patterns are brilefly summarized as follows:

Flg. 1. Two vertical lines
Two lines produce only two dimenslonal lateral movement perception in all
the conditions, and not three dimensional movement.

Flg. 2. A set of three dots and a set of four dots
Three center dots fuse together as a dot that circles around the vertical
two dots.

Filg. 3. A pair of two 30 degree open triangles with 10 cm sides

Exposure Time

Times Intervals Pattern Recognitilon

16.3 ms 50.0 ms A dot remains stlll 1in the triangles. The open
triangles move to and fro.

12.5 ms 48,0 ms The open trilangles fuse together and form a
diamond which spins around an axis formed by the
open end of the trilangle. A dot remalns at the
polinted corner of the dlamond.

11.8 ms 35.0 ms The diamond makes a fast spinning movement with a
fused dot remalning at the corner of the diamond.

10.2 ms 30.6 ms The diamond makes a fast spinning movement with
a fused dot.

5.1 ms 15.3 ms The diamond remains stationary, but the two dots
fuse together as one dot, which moves laterally
withlin the diamond.

4.7 ms 14.1 ms Two triangles superimpose upon each other with a

fused dot at the center.

Fig. 4. A palr of two 90 degree open triangles with 10 em sides
The perceptilon of three dimensional movement 1s further intensified by the
condition described in Figure 3 under all the conditions.

Fig. 5. A palr of two half circles with 10 ecm diameter
The perception of three dimensional movement 1s smoother than under any of
the other conditions described.

Fig. 6. A pair of two 10 em diamonds
Two dlamonds fuse together and move to and fro. A fused dot moves 1n the
opposite directicn to the dlamond at shorter exposure times. A fused dia-
mond remains stationary, but a fused dot moves in a lateral directilon within
the dlamond.

These are some of the unusual experiences described by the subJects.
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The graphs of all the experimental results are not shown here, However, the experl-
mental results lead to the following generallzatlons about the conditlons that create
three dimensional movement perception.

1. Distance between stimull (Xj,) increases as intensity of stimuli (X3) increases;
time interval between stimuli (X2) and exposure time of stimulil (Xl) remaining
constant.

2. Intensity of stimull (X,;) increases as time interval between stimuli (X2)
increases; distance between stimuli (Xj) and exposure time of stimuli (Xl) remain-
ing constant.

3. Distance between stimuli (X,) increases as time interval between stimuli (X2)
increases; intensity of stimulil (X3) and exposure time of stimuli (X;) remalning
constant.

4, Exposure time of stimuli (Xl) decreases as time interval of stimuli (X2) in-

creases; intensity of stimuli (X3) and distance between stimuli (Xy) remaining
constant.

In terms of theory, Gestalt Psychologlsts might use the theory of cortical irradia-
tlon to interpret the results of the experiment, while the photo-chemlical physiologilst
might use the theory of neural interaction at the retinal level to explain the same
results., The present experiments do not prove elther one of the theorles, since the
experiments merely demonstrate the three dimensional perception when two 2 dimensional
geometric patterns are presented with brlef exposure times and time intervals. One of
the experiments which might provide some understanding of three dimenslonal movement
perception would relate 1ts occurrence to theories about cother visual processes that are
well supported by emplrical results. For thls purpose an experiment 1s suggested to
relate the three dimensional movement perception to the rate of binocular alternation in
stereoscoplce vision. The correlational study between three dimensional movement percep-
tion and the rate of bilnocular alternation 1n each individual may provide some interpre-
tation of the present: experimental findings.

Conclusion

Human observers do experlence three dimensional movement perception when two 2
dimensional geometric patterns are presented with brilef exposure times and time inter-
vals., Further studles In the area may ald us to understand one aspect of operator per-
Tformance and to help in lmproving man-machlne systems. In order to understand theoreti-
cal aspects of three dimensional movement perception, a study correlating three
dimensional perceptlion to the rate of bilnocular alternation is also suggested.
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